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Zusammenfassung

Ursache und Wirkung bilden eine Grundlage dafiir, wie Menschen ihre Umwelt wahrnehmen.
Wir erklaren unsere Umwelt, indem wir Beobachtungen als Wirkung anderer, selbsterklarender
Beobachtungen beschreiben. Angenommen, ein Haus brennt nach einem Blitzschlag. In diesem
Fall konnen wir den Blitz als selbsterkldrendes Ereignis betrachten, welches das Feuer in dem
Haus verursacht. Kiinstliche Intelligenz hingegen basiert derzeit gréfitenteils auf dem Konzept
der Korrelation. Dies bedeutet, dass sie ausdriicken kann, wie die Beobachtung eines Feuers die
Wahrscheinlichkeit fiir einen Blitzschlag erhoht und umgekehrt. Eine auf Korrelation basierende
kiinstliche Intelligenz kann jedoch den Blitz nicht als Ursache des Feuers erkennen. Wéhrend
korrelationsbasierte kiinstliche Intelligenz nur Fragen zur Wahrheit oder Wahrscheinlichkeit von
Aussagen beantworten kann, ermdéglichen kausale Erkldrungen die Beantwortung zweier weiterer
Fragetypen: Fragen zu den Folgen externer Interventionen und kontrafaktische Fragen, also Fragen
der Form: ,,Was wére, wenn...?“. Man kann beispielsweise intervenieren und einen Blitzableiter
installieren, um Brénde zu verhindern, die durch Blitzschldge verursacht werden. Beobachten
wir einen Blitzschlag, der ein Feuer in einem Haus ohne Blitzableiter verursacht, folgt aus dieser
kausalen Erklarung, dass kein Feuer ausgebrochen wére, hatte man einen Blitzableiter installiert.

Menschen beschreiben ihre Umwelt nicht nur in Form kausaler Ursache-Wirkungs-Beziehungen.
Oft sind wir auch mit unsicherem Wissen oder mit Beziehungen zwischen Individuen konfrontiert.
Wenn wir beispielsweise eine Gruppe von Menschen betrachten, konnen zwei Individuen innerhalb
dieser Gruppe Freunde sein, d.h., sie stehen in Beziehung zueinander. Dariiber hinaus kann man
annehmen, dass Freunde von Rauchern mit erh6hter Wahrscheinlichkeit ebenfalls rauchen. Wir
sind uns also unsicher, ob Freunde von Rauchern zwangslaufig selbst rauchen. Schliefllich nehmen
wir an, dass die Wahrscheinlichkeit, Raucher zu sein, fiir alle Personen mit derselben Anzahl von
rauchenden Freunden iibereinstimmt. Die Annahme, dass Individuen mit denselben Eigenschaften
sich gleich verhalten, kann Berechnungen vereinfachen oder den Raum moglicher Beschreibungen
eines Datensatzes verkleinern. Das Feld der statistischen relationalen kiinstlichen Intelligenz kom-
biniert die pradikatenlogische Reprasentation von Beziehungen innerhalb eines Bereichs mit der
Reprasentation von Unsicherheit durch Wahrscheinlichkeiten. Hierbei dient Pradikatenlogik als
Sprache, um die Austauschbarkeit von Individuen in einem Modell oder Datensatz auszudriicken.
Dieser Ansatz fiihrte unter anderem zu Markov-Logik-Netzwerken und probabilistischer Logikpro-
grammierung.

Diese Monographie beginnt mit einem Uberblick iiber die zuvor genannten Formalismen und
fihrt in Pearls Kausalitdtstheorie ein. Statt jeden Formalismus einzeln um kausales Schlieflen
zu erweitern, betrachtet diese Arbeit einen axiomatischen Ansatz. Sie erweitert Bochmans The-
orie der kausalen Logik zu einer Axiomatisierung des deterministischen kausalen Schliefens im
Boolschen Fall. Diese Axiomatisierung fithrt dann zur abduktiven Logikprogrammierung als
Sprache fiir kausales Wissen. Anschlielend werden abduktive Logikprogramme mit Markov-Logik-
Netzwerken zu gewichteten abduktiven Logikprogrammen kombiniert. Auf diese Weise erhéalt
man einen allgemeinen Formalismus fiir kausales Schlieen mit unsicherem Wissen. Die Arbeit
spezifiziert die kausalen Fragentypen, d.h. Fragen zu den Folgen externer Interventionen und
kontrafaktische Fragen, im Kontext der gewichteten abduktiven Logikprogrammierung. Durch
Einbettung verschiedener Formalismen aus dem Feld der statistisch relationalen kiinstlichen In-
telligenz wird das gegebene kausale Schlielen iibertragen und konsistentes kausales Schlielen iiber
verschiedene Formalismen hinweg garantiert. Weiter wird kontrafaktisches Schlieflen in azyklis-
chen ProbLog-Programmen untersucht. Ein Resultat gibt Regularitatsbedingungen, unter denen
azyklische ProbLog-Programme aus ihrer kontrafaktischen Ausgabe rekonstruiert werden kénnen.
ProbLog scheint daher als Sprache fiir kontrafaktisches Schlieflen besonders geeignet zu sein. Die
Lerntheorie von ProbLog-Programmen basiert jedoch auf statistischen Tests, die keine Informa-
tionen iiber den der Daten zugrunde liegenden kausalen Mechanismus liefern. Somit ist es un-
zuléssig, die resultierenden Programme fiir kontrafaktisches Schlieflen zu verwenden. Im letzten
Teil wird ein Fragment beschrieben, in welchem sich ProbLog-Programme aus ihrer Verteilung
rekonstruieren lassen. Weiter wird argumentiert, dass dieses Fragment einen Ansatz liefert, um
ProbLog-Programme fiir kontrafaktisches Schliefen aus Daten zu lernen.



Abstract

Human reasoning is heavily based on distinguishing causes from their effects. We typically un-
derstand our environment by explaining observations, i.e., effects, with the help of self-evident a
priori knowledge, i.e., causes. Assume, for instance, that a lightning strike hits a house and the
house burns down. In this case, we consider the lightning as self-evident, a priori knowledge, which
explains the fire in the house. This leads us to the judgment: “The lightning caused the fire in
the house”.

Unfortunately, nowadays artificial intelligence is mostly built on the concept of correlation. In
our example, this means we can express that observing a fire increases the probability of a lightning
strike hitting our house, and vice versa. However, a correlation-based artificial intelligence cannot
recognize the lightning as the fire’s cause. While correlation-based artificial intelligence only
supports queries about the truth or probabilities of statements, causal explanations allow two
additional query types: queries for the effects of external interventions and counterfactual queries,
i.e., queries of the form: “What if...?”. In our scenario, we can, for instance, intervene and install
a conductor to prevent fires being caused, i.e. explained by lightning strikes. Furthermore, if we
observe a lightning strike hitting our house followed by a fire breaking out, we may conclude
from a causal explanation that the fire would not have occurred had we installed a lightning rod
beforehand.

Humans reason not only on causes, but also on uncertainties, represented by probabilities, and
on relations between components or individuals of a given domain formalized in logic, preferably
first-order logic. When, for example, given a group of people, two individuals within this group
may be friends, i.e., they share a relationship. Moreover, one may assume that friends of smokers
are more likely to be themselves smokers, meaning that we are uncertain about the implication
whether friends of smokers necessarily smoke. Finally, we may assume that all individuals with
the same number of smoking friends are equally likely to smoke themselves. The assumption
that individuals with the same properties behave in the same way may speed up calculations or
shrink the space of possible descriptions for a dataset. The field of statistical relational artificial
intelligence combines first-order logic reasoning on relations in a domain and probabilistic reasoning
on uncertainty, whereby first-order logic serves as a language for expressing the interchangeability
of individuals in a probabilistic model or dataset. Among other things, this approach has so far
resulted in Markov logic networks and probabilistic logic programs.

The work reported in this monograph first provides a brief overview of the aforementioned for-
malisms and introduces Pearl’s causal reasoning. Instead of continuously expanding every distinct
formalism with causal reasoning, the thesis proposes an axiomatic approach to Boolean causal
reasoning under uncertainty. Initially, we extend Bochman’s logical theory of causality to ob-
tain a complete axiomatization of deterministic Boolean causal reasoning, leading to abductive
logic programming. We then generalize abductive logic programming to the framework of Markov
logic networks, which employs a maximum entropy approach extending first-order logic to handle
uncertainty. In this way, we obtain weighted abductive logic programming as a general frame-
work tailored to Boolean causal reasoning under uncertainty. We specify the causal query types,
i.e., queries for the effects of external interventions and counterfactual queries, within the context
of weighted abductive logic programming. By embedding a formalism into our framework and
subsequently transferring the causal reasoning there, we derive causal reasoning in widespread
formalisms of statistical relational artificial intelligence. In particular, our approach guarantees
consistent causal reasoning across these frameworks. Next, we focus on counterfactual reasoning
in acyclic ProbLog programs, where the proposed approach is implemented in Kiesel’s WHATIF
solver. We show that sufficiently well-behaved ProbLog programs can be reconstructed from their
counterfactual output. Hence, ProbLog is a particularly suitable framework to address counter-
factual reasoning. However, learning ProbLog programs from data is usually based on statistical
tests, lacking information about the underlying causal mechanism. This makes it infeasible to
use the resulting programs for counterfactual reasoning. To address this issue in the last part, we
propose a fragment of ProbLog that allows reconstructing a program from its induced distribution,
finally enabling us to learn programs supporting counterfactual queries.



Acknowledgements

First, I am grateful to Dr. Felix Weitkamper for his invaluable advice, continuous support, fruit-
ful discussions, and patience during my doctoral studies. I am also grateful to my supervisor,
Prof. Dr. Francois Bry. His knowledge and extensive experience have encouraged me through-
out my academic research and daily life. I thank Prof. Dr. Fabrizio Riguzzi for pointing out a
mistake in the introduction of the P-log semantics, which helped me to correct the semantics of
weighted abductive causal theories and weighted abductive logic programs later on. I also thank
Prof. Dr. Jasmin Blanchette for his valuable comments on my thesis. I would like to thank all
my colleagues. Their support and good company have made my doctoral journey a wonderful
experience.

I thank Louisa Sigl for helping me with the application for my current position and Kailin
Sun for frequently helping me with my English. T thank Prof. Dr. Oliver Deiser for his Analysis
lectures in 2011 and 2012. It was his style of explaining mathematics that brought me into this
field of research.

I express my deepest gratitude to my parents, Martina Riickschlo-Stadler and Bernhard
Riickschlo. Without their understanding and encouragement over the past years, it would have
been impossible for me to complete my studies. I am also extremely grateful to my partner,
Anna Fleckenstein, for her understanding and support throughout this challenging but rewarding
journey, and for the enjoyable moments we shared.

Last but not least, I thank God, the Father, the Son, and the Holy Spirit for creating me and
for the energy, health, and inspiration that enabled this work.



Contents

[1.1 Counterfactual Reasoning in Pearl’s Causal Models| . . . . ... ... ... ... ..
1.2 ounterfactual Reasoning in ProbLogl . . . . . . ... ... ... ... .. .....
[1.3  Bochman’s Logical Theory of Causality] . . ... .. ... ... ... ........
[1.4  Causal Reasoning in Presence ot Cyclic Causal Relationships| . . . . . ... .. ..
1.5 ProbLog programs and Counterfactual Reasoning|. . . . . . . ... ... ... ...

B Preliminarics

2.1 Knowledge and Counterfactuals|. . . . . . . ... .. ... 0oL
2.2 Statistical Relational Artificial Intelligence]. . . . . . . . ... ... ... ... ...
2.2.1 robability Theory|. . . . . . . . . . . ...
[2-2.2 Propositional Logic and LogLinear Models|. . . . . . . . . .. ... ... ..
2.2.3  Relational First-Order Logic and Markov Logic Networks| . . . . . . .. ..
2.2.4  Logic Programs and Probabilistic Logic Programs| . . . . . .. .. ... ..

[2.3  Formalizing Causality, Knowledge, and Counterfactuals| . . . . ... ... ... ..
2.3.1 Pearl’s Functional Causal Modeld

12.3.2  Causal Queries for Logic Programs with Annotated Disjunctions| . . . . . .
2.3.3  Bochman’s Logical Theory of Causality] . . . .. .. ... ... .......

[3__Boolean Causal Reasoning under Uncertainty|

3.1 eterministic Causal Reasoning|. . . . . . . . . . .. .. ... ... ... ... ..
3.2 Weighted Causal Reasoning| . . . . . ... . ... .. .. ... ... .. .......
8.3 Counterfactual Reasoning| . . . . . . . . .. ... . o Lo
[3.4 The Causal Interpretation of Statistical Relational Artificial Intelligence| . . . . . .
3.4.1 ausal Interpretation ot Markov Logic Networks| . . . . . .. ... .. ..
3.4.2 A Causal Interpretation of LP™“" Programs| . . . ... ... ........

8.4.3 A Causal Interpretation of ProbLog Programs| . . . . .. ... .. ... ..

13.4.4 A Causal Interpretation of Logic Programs with Annotated Disjunctions|. .
8.5 First Result: A Unifying Framework for Causal Knowledge| . . . . . . . .. .. ..

[4

Extracting Causal Knowledge from Counterfactuals|

4.1 Knowledge Underdetermined by Counterfactual Reasoning|. . . . . . .. .. .. ..

4.2 Knowledge Uniquely Determined by Counterfactual Reasoning] . . . . ... .. ..
[£.37 Second Result: Equivalence of Knowledge and Counterfactual Reasoningl . . . . . .

B

Data-Based Counterfactual Reasoning|

[5.1 Counterfactual Reasoning and Program Induction| . . .. ... ... ... ... ..
5.2 n Assumption for Deriving Causal Knowledge from Observations| . . . . . . . ..
5.3 ird Result: anguage Bias for Data-Based Counterfactual Reasoning . . . . .

6

Perspectives for Further Research and Conclusion|

—
DO R 00 s

—_

13
15
15
17
22
28
48
48
95
56

67
68
78
86
90
92
92
93
99
100

101
103
105
115

117
118
119
121

123



CONTENTS




Chapter 1

Introduction

Humans possess the remarkable skill of reasoning in terms of counterfactuals, allowing them to
answer questions of the form: “What if...?”. This ability proves particularly relevant in fields such
as medicine, where we may inquire: “What if a patient in the control group of a pharmaceutical
study had received treatment? Would he have recovered?”. In decision-making, we might ask:
“What if I had taken another flight? Would I still have lost my luggage?”. Counterfactual reason-
ing plays a crucial role in defining the notions of responsibility and blame, as discussed in Halpern’s
work (30). For example, when considering a driver’s responsibility for an accident, we may ques-
tion: “What if the driver had not sped up? Would the accident still have occurred?”. Overall,
counterfactuals enable us to make sense of the past, plan future courses of action, make emotional
and social judgments, and adapt our behavior (31). Consequently, an artificial intelligence should
also be able to reason counterfactually.

Generally, counterfactual reasoning means contemplating how events would have unfolded
under different circumstances without actually experiencing these different realities. For example,
when we make judgments such as: “I would not have lost my luggage if I had booked a direct
flight.” we do not experience the reality in which we take a direct flight. Thus, these judgments
reflect our ability to rationally derive alternative outcomes based on different choices or actions.

Following Lewis (37)), we identify a counterfactual query like: “What if I had taken another
flight? Would T still have lost my luggage?” with a triplet consisting of an observation e (we lost
our luggage on the current flight), a constraint i (we would take another flight) and a query ¢
(asking if we still lose our luggage assuming the constraint i is true). We then aim to answer the
query ¢ in an alternative world w® that satisfies the constraint i, i.e., where we take another flight,
while minimally deviating from the real world w”, where we observe the evidence e that we lose
our luggage on the current flight.

Although Lewis (37) appropriately formalizes the concepts underlying counterfactual reasoning,
he does not provide a construction for the alternative worlds w®. We adapt the idea of Pear] (41)
and construct an alternative world by manipulating the causal explanation for the real world w”.
If we explain the loss of our luggage with a strike at the airport of departure, we are likely to
judge that we would also have lost it on another flight. Conversely, if we explain it with a too
short transfer time, we may judge that we would not have lost it had we taken another connection.
This thesis investigates Pearl’s approach to counterfactual reasoning in the Boolean case, where
all relevant variables take on two values, represented by true and false.

1.1 Counterfactual Reasoning in Pearl’s Causal Models

Pearl (41)) suggests modeling causal mechanisms with deterministic functional relationships. In his
causal models, he first distinguishes between explained internal variables V and unexplained
external variables U. The internal variables V' € V are then explained, i.e., defined by func-
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tions fy (U, V) in the internal variables V and the external variables U, such that the system of
equations V := fi,(V,U), V € V has a unique solution for all values of the external variables U.

Example 1.1.1. Consider a road that passes through a field with a sprinkler in it. Denote by
cloudy the event that the weather is cloudy. The sprinkler is turned on by a weather sensor if
the weather is sunny, that is, if cloudy is false. Suppose further that it rains, denoted by rain,
whenever it is cloudy, and that the road is wet, denoted by wet, if either it rains or the sprinkler
is turned on.

According to Pearl (@1), this causal mechanism is represented by the causal model M that
consists of the internal variables V := {rain, sprinkler, wet}, the external variables U := {cloudy},
and the system of equations:

sprinkler := —cloudy rain := cloudy wet := rain V sprinkler

Given truth values for external variables, that is, cloudy = True or cloudy = False, we obtain
the solutions:

cloudy = True, rain = True, sprinkler = False, wet = True

cloudy = False, rain = False, sprinkler = True, wet = True

This provides us with the knowledge represented by the solutions, along with the explanation
that cloudy = True or cloudy = False.

Pearl (41)) further observes that his causal models are able to represent external interventions.
An external intervention forcing an internal variable V € V to attain the value v is represented
by replacing the equation V := fy/(U,V) in M with V := v resulting in the modified causal
model or the submodel My ._,.

Example 1.1.2. Assume that we manually switch the sprinkler on (or off) in the situation of
Example According to Pearl (41)), this modification results in the modified causal model or
submodel Mprinkier:=True (Msprinkier:=False) Obtained by replacing the equation for sprinkler
with sprinkler := True (False). Hence, we obtain the modified causal model M prinkier:=True
(Msprinkier-=False) that consists of the internal variables V := {rain, sprinkler, wet}, the external
variables U := {cloudy}, and the system of equations:

sprinkler := True (False)
rain := cloudy

wet := rain V sprinkler

If we observe the sprinkler to be off in the causal model M of Example we can draw
the conclusion that the weather is cloudy and it rains. However, if we intervene and turn the
sprinkler off manually, we cannot draw such a conclusion in the modified model M gprinkier:=Faise-
Consequently, intervening and switching off the sprinkler is indeed different from observing that
the sprinkler is off.

As external interventions often arise from actions, i.e., doing something, such as switching
the sprinkler off in Example Pear] (41)) introduces the do-operator do(_) to refer to the
corresponding modified causal models, i.e., he defines

_ Mdo(sprink:lm'::True) (M — Mdo(sprinkler::False))

Msprinkler::True : sprinkler:=False *

Finally, Pearl (41]) argues that an intervention constitutes a minimal change such that a certain
constraint becomes true. This viewpoint then allows Balke and Pearl (5l) to construct Lewis’
alternative worlds (37) to answer counterfactual queries.
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Example 1.1.3. Recall the scenario of Example and assume that we observe the sprinkler
on and the road wet. What if the sprinkler was turned off? Would the road also have been wet?

To answer this counterfactual query, Balke and Pearl (5) create two copies of the equation
system in Example — one with superscript a to represent the alternative and one with
superscript r to represent the real world so that both copies mention the same external variables.
This results in the following twin model M7:

sprinkler® := —cloudy rain® := cloudy wet® := rain® V sprinkler®

sprinkler” := —cloudy rain” := cloudy wet” ;= rain” V sprinkler”

To satisfy the constraint on the alternative world, they intervene according to sprinkler® := False
to obtain the modified twin model MsTprmklera::False3

sprinkler® := False rain® := cloudy wet® ;= rain® V sprinkler®

sprinkler” := —cloudy rain” := cloudy wet” :=rain” V sprinkler”

Since we observe the sprinkler to be on, indicating sprinkler”™ = True, we infer that the weather
is sunny, i.e., cloudy = False. Hence, we can solve the equations and obtain wet® = False. Thus,
we conclude that the road would not have been wet if the sprinkler had been turned off.

Unfortunately, in many cases, it is not possible to answer deterministic counterfactual queries.

Example 1.1.4. Assume that the sprinkler in Example [[.I.1] may also be turned on due to
sensor failure, denoted failure. In this case, we obtain the causal model that consists of the
internal variables V := {rain, sprinkler, wet}, the external variable U := {cloudy, failure}, and
the system of equations:

sprinkler := —cloudy V failure rain := cloudy wet = rain V sprinkler

If we now ask whether the road would be wet if the sprinkler was off, we proceed as in Exam-
ple [I.1.3] and obtain the following system of equations:

sprinkler® := False rain® := cloudy wet® := rain® V sprinkler®

sprinkler” := —cloudy V failure rain’ := cloudy wet” := rain” V sprinkler”

If we now explain our observation sprinkler” = True with cloudy = False, we again obtain that
wet® = False. Whereas, if we explain sprinkler”™ = True with failure = True, we could also
find wet® = True. Therefore, in this case, it is not possible to answer the counterfactual query in

Example

To avoid counterfactual queries as in Example this thesis studies probabilistic causal
models. Formally, a probabilistic causal model consists of a causal model and a joint distribu-
tion on the external variables.

Example 1.1.5. Let us refine the situation of Example Assume that the weather is cloudy
with probability m; := 0.5, and that clouds cause rain with probability w5 := 0.6. Furthermore,
assume that the sensor turns on the sprinkler with probability 73 := 0.1 if it is cloudy and with
probability 74 := 0.7 if it is sunny. Finally, assume that rain causes the road to be wet with
probability 75 := 0.8, and the sprinkler causes the road to be wet with probability 7g := 0.3.

We assume that uncertainty in this scenario arises from hidden variables not explicitly modeled.
However, their influence is encapsulated in external variables U := {uy, ..., ug}. For example, the
variable u3 represents the possible causes for the sprinkler to be on if it is cloudy. These potential
causes, such as sensor failure or children playing and manually switching on the sprinkler, are
not explicitly modeled. However, we represent the potential influence of these missing parameters
with the external variable us and a joint probability distribution 7 on U.

We assume that the external variables uq, ..., ug are mutually independent Boolean random
variables, with m(u;) := m;. The causal relationships are then modeled with the probabilistic causal
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model M|, consisting of the internal variables V := {cloudy, rain, sprinkler, wet}, the external
variables U := {uy, ..., ug}, the distribution 7 on U, and the system of equations:

cloudy = uy

rain := cloudy A us

sprinkler := (cloudy A uz) V (—cloudy N uy)

wet := (rain A us) V (sprinkler A ueg)

These equations yield a unique solution for each assignment of true values to the external
variables U := {uy,...,ug}. Thus, the distribution 7 on U extends to a distribution on U U V.
Specifically, rain occurs with probability 7(rain) := 0.5 x 0.6 = 0.3.

Now, suppose we observe that the road is wet and the sprinkler is on. We want to find
the probability m(wet|sprinkler,wet,do(—sprinkler)) that the road would have been wet if the
sprinkler had been off. To answer this counterfactual query, we proceed as in Example and
obtain the following description for the real and alternative worlds, respectively:

cloudy® := uy
rain® := cloudy® N us
sprinkler® := False

wet® = (rain® Aus) V (sprinkler® A ug)

cloudy” := uq

rain” := cloudy” A usg

sprinkler” := (cloudy”™ A uz) V (=cloudy”™ A uy)

wet” = (rain” Aug) V (sprinkler” A ug).
Using the resulting probabilistic causal model, that is the modified twin model Mfmm klera:—Falses
we determine that the road would have been wet if the sprinkler had been off with probability

m(wet|sprinkler, wet, do(—sprinkler)) := w(wet®|sprinkler”, wet") = 0.18.

In particular, we use our observation in the real world to learn about the world outside our
model, represented by the external variables uq,...,ug — this is represented by conditioning on
the event {sprinkler”,wet"}. Assuming that the real and the alternative world intersect in all
influences not explicitly mentioned in our model, we use updated beliefs, i.e. the conditional
probabilities of the external variables uq, .., ug to answer the query.

m(wet|sprinkler, wet, do(—sprinkler)) := w(wet®|sprinkler” , wet") =
= w(rain® A us|sprinkler”, wet”) = w(cloudy® A ug A us|sprinkler”, wet™) =

= m(uy A ug A us|sprinkler”, wet”) = 0.18.

For assignments of values q, e, and i to internal variables of a probabilistic causal model M,
the probability m(qle,do(i)) indicates our confidence level regarding the counterfactual inquiry
that q would have occurred, if i had taken place before observing the evidence e. Hence, we
term 7(qle,do(i)) a counterfactual probability. This notation, introduced by Papantonis and
Belle (40)), emphasizes that counterfactual probabilities involve the combination of conditional
probabilities and Pearl’s interventions, represented by the do-operator do(.).

1.2 Counterfactual Reasoning in ProbLog

We rely on propositional logic programming to specify causal reasoning for two reasons: The
formalism is intuitive and provides a convenient run-time system for computation. Representing
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our variables with propositions in a propositional alphabet B, a logic program P consists of
clauses of the form
p(*bl/\.../\bn

for a proposition p and literals by, ..., b,, where b; € {p;, —p;} for a proposition p; € .

Example 1.2.1. Recall the situation in Example i.e. we consider a road that passes through
a field with a sprinkler on it. We denote by cloudy that the weather is cloudy. A weather sensor
turns on the sprinkler if the weather is sunny, i.e., if —cloudy holds true. In addition, it rains,
denoted by rain, whenever it is cloudy and the road is wet, denoted by wet, if either it rains or
the sprinkler is switched on.

Here, we represent these causal relationships using the following logic program P in the alpha-
bet B := {cloudy, sprinkler, rain, wet}.

sprinkler < —cloudy
rain < cloudy
wet < rain

wet < sprinkler

In a logic program P, we consider a proposition p € B true if the program P forces p to hold.
Otherwise, we apply the concept of default negation, stating that the proposition p should be
false if it cannot be enforced by the program P. In particular, a negative literal —p is true if there
is no reason for the proposition p to hold. If there are no cyclic causal relationships at play, this
behavior is described by assigning to a logic program P its supported models, i.e., the models w
of the Clark completion (25)):

comp(P):=<{ p+ \/ by A ... Aby,

—biA...Ab, EP
p 1 n peP

Here, a model of the Clark completion w is a truth value assignment on the propositions P that
satisfies each formula in comp(P). We identify such a truth assignment w with the set of all
propositions w C P that are set to true.

Informally, the Clark completion asserts that every proposition p satisfied in a supported
model w of a logic program P must be enforced or supported by at least one clause in P.

Example 1.2.2. The Clark completion (25) comp(P) of the program P in Example is given
by the following propositional formulas:
cloudy + L (1.1)
sprinkler <> —cloudy rain < cloudy wet <> rain V sprinkler (1.2)
Hence, we obtain a unique supported model w := {sprinkler, wet}, that is, the sprinkler is on and
the road is wet, while the weather is sunny and it does not rain. In particular, we observe that
the formulas in Line (1.2]) mean the same as the system of equations in Example
sprinkler := —cloudy
rain := cloudy

wet := rain V sprinkler

From Example we conclude that we still need to find a representation for the external
variables of a causal model in logic programming. Hence, we additionally specify a subset of
propositions 20 C P, the so-called abducibles. An abductive logic program P is then a
pair P := (P,2) consisting of a logic program P and a set of abducibles 2 C 3 such that P
contains no clause p < by A ... A'b, with p € 2 (22)).



6 1. Introduction

Example 1.2.3. We represent the causal model of Example that consists of the internal
variables V := {rain, sprinkler,wet}, the external variables U := {cloudy} and the system of
equations

sprinkler := —cloudy rain := cloudy wet := rain V sprinkler

by the abductive logic program P := (P,2l), where P is the logic program of Example and
the abducibles are given by 2 := U = {cloudy}.

As in causal models, the objective of abductive logic programs is to provide an explanation for
a given set of observations. A (supported) model w of an abductive logic program P := (P, )
with explanation e C 2l is a (supported) model of the logic program PU(wN®A) such that € := wNA.

Example 1.2.4. In the case of the abductive logic program P := (P,2l) in Example we
obtain the models wy := {sprinkler, wet} with explanation €; = () and ws := {cloudy, rain, wet}
with explanation es := {cloudy}. Finally, we note that w; and ws correspond to the solutions

cloudy = True rain = True sprinkler = False wet = True

cloudy = False rain = False sprinkler = True wet = True.

of the causal model in Example [1.2.3]

As Example illustrates, abductive logic programs are a language for Boolean causal
models as long as no cyclic causal relationships are at play. In particular, we can use abductive
logic programs to predict the effect of external interventions. Like Vennekens et al. (60) and
Riguzzi et al. (@8) proposed earlier in probabilistic logic programming, this can be achieved by
removing all clauses defining a proposition intervened on and by adding a fact for all propositions
that are enforced to be true.

Example 1.2.5. Recall the situation described by the abductive logic program P := (P,2)
in Example If we manually turn the sprinkler on, this results in the modified abductive
logic program Psprinkier := (Psprinkier, ) obtained by exchanging the logic program P with the
following program P prinkier-

sprinkler rain < cloudy wet < rain wet < sprinkler

If we decide to switch the sprinkler manually off, this results in the modified abductive logic
program P-sprinkier = (Posprinkier, 2) obtained by exchanging the logic program P with the
following program P_gprinkier-

rain < cloudy wet < rain wet < sprinkler

Following Pearl (4I]), we argue that an intervention constitutes a minimal change such that
a certain constraint becomes true. This point of view then allows us to apply the twin network
method of Balke and Pearl (5]) for counterfactual reasoning in abductive logic programming.

Example 1.2.6. Recall the situation of the abductive logic program P := (P,2() in Example
Once more, assume that we observe the sprinkler to be on and the road to be wet. What if the
sprinkler was turned off? Would the road also have been wet?

To answer this counterfactual query, we build the twin program PT := (PT 2) and create
two copies P/" of the logic program P such that both copies mention the same abducibles, i.e.
cloudy® = cloudy = cloudy”, resulting in the following program P7.

sprinkler® < —cloudy rain® < cloudy wet® < rain® wet® < sprinkler®

sprinkler” < cloudy rain’” < cloudy wet” < rain” wet” < sprinkler”
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Again, the superscript a refers to the alternative and the superscript r refers to the real world.
To satisfy the constraint on the alternative world, we intervene according to —sprinkler®.

rain® < cloudy wet® + rain® wet® < sprinkler®

sprinkler” < —cloudy rain’” < cloudy wet” < rain” wet” <+ sprinkler”
Recall that we observe the sprinkler to be on, i.e, sprinkler”, which is only possible if the weather
is sunny, i.e., =cloudy holds. Therefore, the only supported model of the modified twin program
Pfsprinklera = (stmmklmﬂ,%) that is consistent with our observation is given by

w = {sprinkler” wet"}.
In particular, the alternative world is given by
w* == wNP* = 0.

As in Example we find that the road would not have been wet had the sprinkler been off.

Extending abductive logic programs with a distribution that interprets abducibles as mutually
independent Boolean random variables leads to the ProbLog language (21} 26).

Example 1.2.7. Recall the situation of Example where the weather is cloudy with proba-
bility 71 := 0.5 and clouds cause rain with probability 75 := 0.6. A sensor turns on the sprinkler
with probability 73 := 0.1 if it is cloudy and with probability w4 := 0.7 if it is sunny. Finally, rain
causes the road to be wet with probability m5 := 0.8, and the sprinkler causes the road to be wet
with probability mg := 0.3.

Again, we model the uncertainty by introducing mutually independent random variables w1, ..., ug
and distributing them according to 7(u;) := ;. This results in the following ProbLog program P.

0.5 uq 0.6 :: ug 0.1 :: ug 0.7 :: uy 0.8 :: us 0.3 :: ug

cloudy < uq

rain < cloudy A us
sprinkler < cloudy A ug
sprinkler < —cloudy A uy
wet < rain A us

wet < sprinkler A us

Here, the expression 7; :: u; means that we independently choose the facts u; to be true with
probability 7;. Identifying the logic program with its Clark completion, program P yields the
same distribution as the probabilistic causal model in Example

Once again, assume that we observe the road to be wet and the sprinkler to be on. In addition,
we ask for the probability 7(wet|sprinkler, wet, do(—sprinkler)) that the road would have been wet
if the sprinkler had been off. To answer this counterfactual query, we proceed as in Example
and build the following twin program P?, where the superscripts a/r stand for the real and
alternative world, respectively.

0.5 ug 0.6 :: us 0.1:: us 0.7 :: uy 0.8 :: us 0.3 :: ug
cloudy® <+ uy cloudy” < u
rain® < cloudy® A us rain” < cloudy” A us
sprinkler® < cloudy® A ug sprinkler” < cloudy” A ug
sprinkler® < —cloudy® A uy sprinkler” < —cloudy”
wet® < rain® A us wet” < rain” A us

wet® < sprinkler® A us wet” < sprinkler” A ug
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We intervene according to —sprinkler® and obtain the modified twin program P7

ﬁsprinkler“:
0.5 ::uyp 0.6 :: ug 0.1:: u3 0.7 :: ug 0.8 :: us 0.3 :: ug
cloudy® <+ uy cloudy” + uy
rain® < cloudy® A us rain” < cloudy” A us

sprinkler” < cloudy” A us
sprinkler” < —cloudy”
wet® « rain® A us wet” < rain” A us

wet® < sprinkler® A ug wet” < sprinkler” A us

Finally, we can use the modified twin program Pfsp”nklwa

have been wet if the sprinkler had been off with probability

to compute that the road would

m(wet|sprinkler, wet, do(—sprinkler)) := m(wet®|sprinkler”,wet") = 0.18.

In Section we present the material of Kiesel et al. (34]), where we employ the twin network
method of Balke and Pearl (5]) to compute counterfactual probabilities in acyclic ProbLog programs
as illustrated in Example Notably, adapting the twin network method of Balke and Pearl (5l),
Kiesel’s WHATIF solver extends his aspmc solver to calculate counterfactual probabilities.

In Chapter [4 we provide a fragment of acyclic ProbLog programs, in which the responses to
counterfactual queries uniquely characterize each ProbLog program P up to syntactic equality.
This leads us to the conclusion that ProbLog serves as an effective framework for counterfactual
reasoning.

In Chapter [5] we demonstrate that all negation-free ProbLog programs within the fragment
introduced in Chapter [4 are uniquely determined up to syntactic equality by their induced distri-
bution and the corresponding cause-effect relationships. These cause-effect relationships can be
represented using directed graphs on 3, where an edge p — ¢ signifies that p is a direct cause of q.

Example 1.2.8. The case-effect relationship in Example is given by the following directed
graph.
sprinkler

TN

cloudy rain wet

In summary, our findings demonstrate that the probabilities w(¢) = w (9|0, do(f)) and the cor-
responding cause-effect relationships govern the behavior of these programs entirely. Suppose that
we are provided with data sampled from a negation-free ProbLog program P within the fragment
outlined in Chapter [ Any structure learning algorithm capable of deducing a program within
this fragment, along with the correct cause-effect relationships and distribution, reconstructs P
from the data with precision up to syntactic equality. Importantly, the result of this structure
learning algorithm is accurate, that is, it provides the same answers to every counterfactual query
as the hidden program P.

1.3 Bochman’s Logical Theory of Causality

Representing causal mechanisms with functional relationships, Sections and argue that
Boolean causal models and abductive logic programs under the supported model semantics emerge
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as the formalisms of choice for causal modeling when no cyclic causal relationships are at play.
Next, we introduce Bochman’s causal theories (I0)) to investigate this modeling assumption.

Bochman (I0)) takes a more general, logic-based approach to modeling causal mechanisms.
Following Aristotle’s Posterior Analytics (), he distinguishes between factual knowledge, i.e.
observations or knowledge about what is, and scientific knowledge, which is factual knowledge
explained by causal reasoning. In this thesis, we use the term Aristotelian knowledge to refer
to this notion of scientific knowledge.

Example 1.3.1. If we observe a house fire, this constitutes factual knowledge. Suppose further
that a police inspector finds that the fire is caused by arson. In this case, the police inspector pos-
sesses Aristotelian knowledge, as he not only knows that the house is burning but also understands
the reason why it is burning, i.e., arson.

Bochman (I0) then aims for a logical theory of causal reasoning, whose semantics captures
the concept of Aristotelian knowledge. Formally, he models factual knowledge using propositional
logic, i.e. propositional formulas. He then considers causal reasoning as a binary relation (=)/2
on factual knowledge that satisfies well-motivated axioms, where ¢ = 1 indicates that a causal
explanation of the propositional formula ¢ also explains the propositional formula 1.

Example 1.3.2. Recall the situation in Example and [1.2.1] i.e., we consider a road that
passes along a field with a sprinkler in it and choose a propositional alphabet

B := {cloudy, sprinkler, rain, wet}.

Here, cloudy means that the weather is cloudy and the proposition sprinkler indicates that the
sprinkler is on. A weather sensor turns the sprinkler on if the weather is sunny, i.e. if —cloudy
holds. Rainy weather, indicated by rain, occurs whenever it is cloudy and the road is wet, indicated
by wet, if either it rains or the sprinkler is turned on.

The statement wet — sprinkler V rain means that once we observe the road to be wet, the
sprinkler must be on or it must rain. However, we cannot use the wet road to explain why the
sprinkler is on or why it rains, i.e. we only gain factual knowledge about rainV sprinkler. Whereas
sprinkler = wet means both that the road is wet if the sprinkler is on and that the event of the
sprinkler being on causally explains why the road is wet, i.e. we gain Aristotelian knowledge about
wet that is explained by sprinkler.

Humans, however, do not state causal knowledge by explicating the entire binary relation of
cause and effect; we usually state a few causal rules of the form ¢ = 1 and infer the rest of our
causal knowledge from these rules. Bochman (I0) also represents causal reasoning with causal
theories A, i.e. sets of causal rules ¢ = 1 for two propositional formulas ¢ and . In this case,
we obtain the result that a formula p causally explains a formula o if p = ¢ is derivable from A
and Bochman’s axioms.

Example 1.3.3. Intuitively, the situation in Example [I.3.2]is captured in the following causal
theory.

—cloudy = sprinkler
cloudy = rain
sprinkler = wet

rain = wet

However, note that this causal theory cannot explain the proposition cloudy as there is no rule of
the form ... = cloudy.

External variables in causal models and abducibles in abductive logic programs represent
parameters that we do not wish to explain. In Bochman’s framework, this is indicated by stating
that a proposition p € P8 is self-explained, formally denoted by the default rule p = p.
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Example 1.3.4. In Example we do not expect an explanation for cloudy. Formally, this
means that cloudy is self-explained, that is, we have cloudy = cloudy. Together with Exam-
ple [1.3:3] this yields the following causal theory.

cloudy = cloudy
=cloudy = sprinkler
cloudy = rain
sprinkler = wet

rain = wet

Finally, we observe that it is impossible to explain the event of a dry road, i.e., ~wet, with the
causal theory above as there is no causal rule of the form ... = —wet.

To solve the problem described in Example we again employ the concept of default
negation. This means we assume that all parameters in our model have a default value that does
not require further explanation. Since all parameters are evaluated as true or false, we can further
choose our alphabet B so that all parameters are false by default. This aligns with intuition in
many real-world examples: For example, a schedule indicates when trains or flights depart and
not when nothing is departing. Hence, if not explicitly stated, we assume by default that no flight
or train leaves. Similarly, we usually assume that houses do not burn. Hence, if we have no reason
to believe in a house fire, we assume that houses do not burn.

Specifically, default negation means that we accept having no explanations for a proposition p
as an explanation for its negation —p. In Bochman’s framework, this assertion is stated by asserting
the default rules —p = —p for every proposition p.

Example 1.3.5. Additionally, assuming that all propositions are false by default in the situation
of Example means to form the following negative completion A™¢ of the causal theory A in

Example

cloudy = cloudy =cloudy = —cloudy
—cloudy = sprinkler —sprinkler = —sprinkler
cloudy = rain —rain = rain
sprinkler = wet —wet = —wet

rain = wet

In this thesis, we are not interested in arbitrary causal theories. Instead, we focus on those
causal theories that represent abductive logic programs. Let P := (P,2) be an abductive logic
program. We identify P with the causal theory A(P) that consists of a causal rule by A...Ab, = p
for every clause p <— by A ... Ab, in P and the default rules u = u for the abducibles v € 2. To
reflect the principle of default negation, we further form the negative completion A(P)"¢ and
add the default rules —=p = —p for all propositions p € B.

Example 1.3.6. Recall the abductive logic program P = (P,2() in Example that consists
of the logic program

sprinkler < —cloudy
rain < cloudy
wet < rain

wet < sprinkler

and the abducibles 2 := {cloudy}. In this case, the causal theory A(P) is given in Example[1.3.4]
Furthermore, Example [1.3.5] presents the negative completion A(P)™¢ of A(P).
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Applying Leibniz’s principle of sufficient causation (36 p. 268), Bochman asserts that every
observation needs to be explained by causal reasoning. Given the negative completion A(P)"¢
of the causal theory A(P) associated with an abductive logic program P, this means that every
proposition p that holds in an observed world w needs to be explained by at least one causal rule,
i.e., clause in P. Hence, it is only possible to observe worlds w that are models of the following
completion (10, Theorem 8.115):

comp(A(P)"¢) :={ p \/ biA...Aby, (1.3)

biA.. Nby=pEA(P)ne pEP

Bochman (I0]) calls the models of comp(A(P)"¢) the causal worlds of the causal theory A(P)™°.
Informally, these causal worlds give exactly the (possible) Aristotelian knowledge corresponding
to the causal theory A(P)™¢. Notably, these causal worlds of A(P)"¢ are exactly the supported
models of the abductive logic program P.

Example 1.3.7. Recall the abductive logic program P := (P, ) in Example and the causal
theory A(P)™¢ in Example According to (1.3, the causal worlds of A(P)"¢ are exactly the
models of the following constraints:

=cloudy <> sprinkler
cloudy < rain

sprinkler V rain <> wet
Therefore, we obtain the causal worlds:

wy = {cloudy, rain, wet}

wo 1= {sprinkler, wet}.

We observe that these are exactly the supported models of the program P in Example and
the solutions of the corresponding causal model in Example

1.4 Causal Reasoning in Presence of Cyclic Causal Rela-
tionships

In Section we introduce Bochman’s causal theories (10) as a language for causal reasoning and
Aristotelian knowledge. Notably, the reasoning there aligns with the causal reasoning represented
in Pearl’s causal models (4I)) and with abductive logic programming (22) under the supported
model semantics. Unfortunately, Bochman’s causal theories yield counterintuitive results once
cyclic causal relationships are at play.

Example 1.4.1. Let h; and hy be two neighboring houses. Both houses may start to burn,
denoted start_fire(hy) and start_fire(hs), causing a fire in hy and hg, respectively. Furthermore,
assume hy catches fire, denoted fire(hq), if ho burns, denoted fire(hs), and vice versa. Accepting
start_fire(hy) and start_fire(hs) as self-evident events, this situation is modeled by the abductive
logic program P := (P, 2l), which is given by the logic program

fire(ha) < fire(hy) fire(hy) < fire(hs)
fire(hy) < start_fire(hq) fire(ha) < start_fire(ha)

and the abducibles 2 := {start_fire(hy), start_fire(ha)}.
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The causal theory A(P)™¢ is then given by:

fire(ha) = fire(hy) fire(h1) = fire(hz)
start_fire(hy) = fire(h) start_fire(he) = fire(hz)
start_fire(hy) = start_fire(hy) start_fire(hs) = start_fire(hs)

= fire(hy) = —fire(hy) —fire(he) = —fire(hs)
—start_fire(hy) = —start_fire(hy) —start_fire(hg) = —start_fire(hs)

According to (|L.3]), this results in the following supported models or causal worlds:

wp =10

wo = {fire(hy), fire(hs)}

ws = {start_fire(hy), fire(hy), fire(h2)}

wy = {start_fire(hz), fire(h1), fire(ha)}

wy = {start_fire(hy), start_fire(hs), fire(hy), fire(ha)}

In the causal world wo, both houses h; and ho catch fire even though neither of these houses starts
burning. This contradicts our everyday causal reasoning, as we do not expect houses to catch fire
just because they potentially influence each other.

Example illustrates that the supported model semantics for abductive logic programming
is the wrong choice to model causal mechanisms with cyclic causal relationships. In particular, we
obtain the present flaw since Bochman (I0) accepts cyclic explanations in his causal theories.

Example 1.4.2. The explanation of fire(hy) in the causal world wy of Example is given by
fire(hy) = fire(hs) and fire(he) = fire(hy),

i.e., we argue that house h; catches fire because house hy burns, which catches fire because house h
burns. In our everyday causal reasoning, however, we do not accept this cyclic argument.

In Section we demonstrate that excluding cyclic causal arguments leads to the concept
of Aristotelian knowledge, as provided by the stable models semantics of abductive logic pro-
grams (27; 22)). In Section building upon abductive logic programming, we introduce weighted
abductive logic programs as a formalism tailored to causal reasoning under uncertainty. Counter-
factual reasoning within weighted abductive logic programming is further discussed in Section (3.3
We observe that weighted abductive logic programming encompasses widely-used frameworks in
statistical relational artificial intelligence: Markov logic networks (@6), LPMMN programs (35),
ProbLog programs (21} 26]), and logic programs with annotated disjunctions (62)). By embedding
these formalisms into our general framework and transferring our causal reasoning there, we ensure
consistent causal reasoning across the aforementioned formalisms, as elaborated in Section

1.5 ProbLog programs and Counterfactual Reasoning

Lastly, we adapt the viewpoint that weighted abductive logic programming is the most general
formalism for capturing (probabilistic) causal reasoning and (probabilistic) Aristotelian knowledge.
If we further assert Reichenbach’s common cause assumption (45) that every dependence among
the modeled random variables is explained by causal reasoning, Section [3.4.3| argues that the
Aristotelian knowledge enabling well-defined counterfactual reasoning corresponds to a fragment
of ProbLog. In Chapter [ we then prove, under rather mild assumptions, that the counterfactual
probabilities provided by acyclic ProbLog programs are expressive enough to determine these
programs up to syntactic equality. Conjecturing that this behavior persists in the cyclic case, we
argue that the presented causal interpretation of ProbLog yields the theory of probabilistic Boolean
counterfactual reasoning.



Chapter 2

Preliminaries

This chapter introduces the concepts that form the foundation of the theory presented in this thesis.
We discuss the notions of knowledge and counterfactual. Specifically, we provide an overview of
Pearl’s and Bochman’s theories of causality that serve as the cornerstones for our own theory.
Furthermore, we briefly introduce Markov logic networks and probabilistic logic programming.
These formalisms belong to the broader field of statistical relational artificial intelligence, which
combines first-order logic with probabilistic reasoning under uncertainty. In Chapter |3| we then
specifically use probabilistic logic programming to apply our theory of causality and counterfactual
reasoning in contemporary artificial intelligence.

2.1 Knowledge and Counterfactuals

This thesis addresses the issue of counterfactual reasoning, specifically, the task of answering
queries of the form:

“Would @ have occurred if C had taken place before observing evidence E?7” (2.1)

Example 2.1.1. Assume that we observe a fire breaking out during a thunderstorm in a house
without a lightning rod. In this case, we can pose the counterfactual question: “Would the fire
have occurred if we had installed a lightning rod before the thunderstorm?”

According to Lewis (37), a counterfactual statement is valid if @) holds in all alternative worlds
minimally deviating from the real world, where we observe the evidence F in such a way that the
constraint C becomes true.

Example 2.1.2. Reconsider the scenario of Example In the real world, we observe a
fire that breaks out during a thunderstorm in a house without a lightning rod. According to
Lewis (37)), the alternative worlds should minimally deviate from this real world in such a way
that the constraint of our house having a lightning rod is satisfied. Finally, the statement “The
fire would not have occurred in our house had we installed a lightning rod” is equivalent to the
fire not occurring in each of these alternative worlds.

However, Lewis’ approach (37) leaves us with the task of constructing these alternative worlds.
In this thesis, we adapt Pearl’s idea (41]) for the construction of these alternative worlds, which
itself relies on the availability of explanations for our observations. In particular, the alternative
worlds are obtained by manipulating the explanations for our observations. Thus, Pearl’s coun-
terfactual reasoning requires knowledge (13) or scientific knowledge as given by Aristotle in his
Posterior Analytics (4). This notion of knowledge further builds on the theory of deduction, i.e.,
proof, presented in Aristotle’s Prior Analytics (3]). He then distinguishes between deductions and
demonstrations; these are true deductions that follow the “natural order of explanation” (I3)).
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“By demonstration I mean a scientific deduction; and by scientific I mean one in virtue of
which, by having it, we understand something. If, then, understanding is as we posited, it
is necessary for demonstrative understanding in particular to depend on things which are
true and primitive and immediate and more familiar than and prior to and explanatory
of the conclusion (for in this way the principles will also be appropriate to what is being
proved). For there will be deduction even without these conditions, but there will not be
demonstration; for it will not produce understanding.” (4, APo, 71b19-25)

According to Aristotle, logically correct deductions or proofs merely result in what we call
factual knowledge—knowledge about what is. Only demonstrations generate understanding and
contribute to what Aristotle calls knowledge (I3)), or scientific knowledge, which we therefore refer
to as Aristotelian knowledge. Following Sandstad (54), Angioni (1), and Bochman (10} §1.1),
we adopt the viewpoint that the “natural order of explanation” (I3)) refers to the concept of
causality. Hence, Aristotelian knowledge about a fact A consists of factual knowledge about A,
that is, that A indeed takes place and a causal explanation, providing a reason why A takes place.

Example 2.1.3. In general, assume that lightning strikes or arson are the only possible causes
of fire. In this scenario, from the observation of a fire, we may deduce that arson occurred or a
lightning strike struck our house. This deduction is true, but not a demonstration, as concluding
from a fire to arson or lightning strikes goes against the order of cause and effect. In this case,
we acquire factual knowledge about arson or a lightning strike, but we cannot explain why arson
occurred or why a lightning strike hit our house. However, if we observe a lightning strike hitting
our house and deduce that a fire is breaking out, we respect the causal order of the events. This
is a demonstration, and we gain Aristotelian knowledge about the fire, understanding both that a
fire is breaking out and the reason behind it, which is the lightning strike.

Our approach to counterfactual reasoning presented in Chapter [3| relies on Bochman’s formal-
ization of Aristotelian knowledge (10, §4). Representing factual knowledge and deductions using
propositional logic, Bochman formalizes causal reasoning as a binary relation on propositional for-
mulas, which is subject to certain axioms. In particular, he assumes that causal reasoning satisfies
Aquinas’ natural necessity (32, Ch. 1) and Leibniz’s principle of sufficient causation (36l p. 268),
as stated below.

Law 1 (Aquinas (2, SGA II: 35.4)). “.., given the existence of the cause, the effect must neces-
sarily follow.”

Law 2 (Leibniz (36l p. 268)). “..there is nothing without a reason, or no effect without a cause.”

Remark 2.1.1. Bochman’s representation makes no statement about whether causality is an
ontological principle governing the world or an a priori category necessary to experience the world,
as described by Kant (33).

The Aristotelian knowledge corresponding to our causal reasoning then consists of all states of
affairs or worlds explainable by our causal reasoning. Furthermore, Bochman (10, §5) follows the
idea of Descartes and specifies causal reasoning through causal rules (32, Ch. 1). This approach
aligns Bochman’s theory of Aristotelian knowledge with Pearl’s causal models (41]), enabling him
to revise causal reasoning and Aristotelian knowledge based on external interventions.

Example 2.1.4. In Example the installation of a lightning rod would be considered an
external intervention. In particular, we require Aristotelian knowledge that certain fires are ex-
plained by lightning strikes to conclude that such a fire will not break out after the intervention
of installing a lightning rod.

However, deviating from Aristotle, Bochman (L0, §4) allows for cyclic and infinite argu-
ments (39). In Section we avoid cyclic or infinite arguments by extending Bochman’s causal
theories with prior knowledge that every demonstration must start with. In Theorem|3.1.7] we then
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show that the resulting formalism is essentially equivalent to abductive logic programming (22)
under the stable model semantics (27). As a consequence, we argue that abductive logic program-
ming emerges as a correct framework to reason on Aristotelian knowledge. From the perspective
of Pearl’s causal models (41]), this means that by translating a Boolean causal model to an abduc-
tive logic program, the semantics of this program precisely specifies the solutions that constitute
Aristotelian knowledge.

The counterfactual reasoning introduced in this thesis further relies on expressing uncertainty
about the prior knowledge that demonstrations need to start with in a probabilistic manner. In
Section [3.2] therefore, we introduce our notion of probabilistic Aristotelian knowledge, represented
by weighted abductive causal theories and weighted abductive logic programs. Furthermore, we
follow the argument of Pearl (41]) that an intervention constitutes a minimal change such that a
certain constraint becomes true. Hence, in the case of , the construction of Lewis’ alterna-
tive worlds should start with the same prior knowledge as the real world, where we observe the
evidence F, and then follow the causal reasoning that results from intervening according to the
constraint C'. In particular, we first use our evidence E to learn about the state of the prior knowl-
edge, then we intervene according to the constraint C, and finally, we determine the probability
that the query @ would hold if C had taken place by computing the probability of @ under this
modified probabilistic Aristotelian knowledge.

Example 2.1.5. Reconsider the Examples and To answer the corresponding coun-
terfactual query, we first revise our belief in arson or a lightning strike, respectively, based on
the observation of the thunderstorm. In particular, the thunderstorm makes it more likely that
lightning has hit our house, causing the fire. Hence, following Example we tend to believe
the statement: “The fire would most likely not have occurred had we installed a lightning rod.”

Finally, in Chapter[d] we address the question of whether the ability of counterfactual reasoning
is equivalent to possessing probabilistic Aristotelian knowledge in our sense. First, Example
credited to Lifschitz by Bochman (10, Example 8.3), demonstrates that, in general, this is not
the case. However, we are able to provide a reasonably large fragment of our formalism in which
probabilistic Aristotelian knowledge can be uniquely reconstructed from the answers to the corre-
sponding counterfactual queries. We conclude that from a probabilistic perspective, the situation
in Example is merely a borderline case and that counterfactual reasoning usually requires
full Aristotelian knowledge.

2.2 Statistical Relational Artificial Intelligence

The field of statistical relational artificial intelligence encompasses frameworks that combine logic-
based reasoning with uncertainties represented by probabilities. To introduce these frameworks,
we begin by gathering the necessary prerequisites from probability theory.

2.2.1 Probability Theory

In this thesis, we restrict ourselves to finite probability spaces.

Definition 2.2.1 (Probability Space). A probability space is a tuple (€, 7) consisting of a finite
set 2, called sample space, and a probability mass function 7 : Q — [0, 1] such that

Z m(w) =1.
weN

In this context, an event is a subset of the sample space A C 2. To every event A C () we assign
the probability
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Finally, we write
(A1, .., An) i=7(A1N...NAL)

for events Ay, ..., Ay, n € N>j.

Example 2.2.1. Let us throw a fair die. In this case, we have six possible outcomes, which we
model with the sample space Q := {1,2,3,4,5,6}, where w € Q) means that the die shows w. As
the die is supposed to be fair, we have the probability mass function 7 : Q — [0,1], w — 1/6. In
the probability space (£2,7), we find the event A := {2,4,6} C Q of obtaining an even number
with probability 7(A) :=1/2.

We primarily employ random variables to reason about events.

Definition 2.2.2. A random variable is a function p :  — R and a distribution of p is
a probability space (Q,7). For a possible value r € R we then define the event of p tak-
ing the value r as {p =r} := p~1(r) and denote its probability by m(p = r) := w(p~1(r)). We
call p a Boolean random variable if R = {True, False} and write m(p) := w(p = True) as well
as w(—p) := 7(p = False).

Finally, a joint distribution of the random variables p; : Q; — R;, 1 <1i < n is a distribution
of the random variable [], p; : [[, 2 — [, Ri, (w1, ...,wn) = (p1(w1), ..., pn(wn)). Note that by
projection, every joint distribution yields a distribution of the random variables p;.

Example 2.2.2. Recall the situation in Example and assume that we win one euro if the
die shows an even number; otherwise, we lose one euro. This bet can be modeled with the random
variable

1, ifweAd

0 —={1,-1 w .
P { } {1, otherwise

Here, p(w) = 1 means that we Win one euro, and p(w) = —1 means we lose one euro. Specifically,
for the event A of Example [2 we have A {p=1}.

Example 2.2.3. Consider a field with a sprinkler in it. The grass is wet if the sprinkler is on or
it rains. We model this scenario with the following Boolean random variables

sprinkler : {T'rue, False} — {True, False}, T
rain : {True, False} — {True, False}, T X
wet : {True, False} — {True, False}, x>,

Here, sprinkler = True indicates that the sprinkler is on, rain = True indicates that it rains,
and wet = True indicates that the grass is wet. A joint distribution of these three random variables
is a distribution of the random variable

sprinkler x rain x wet : {True, False}* — {True, False}®, (x,y,2) = (2,9, 2).
For instance, we obtain a joint distribution by setting

w(False, False, False) := m(—sprinkler, —rain, ~wet) := 0.2
w(True, False, False) := mw(sprinkler, —rain, ~wet) := 0
m(False, True False) m(—sprinkler, rain, ~wet) := 0

m(False, False, True) := w(—sprinkler, ~rain, wet) := 0

m(True, False, True) := mw(sprinkler, —rain,wet) := 0.3

(
(
(
(

W(TruaTrue,False) = 7(sprinkler, rain, ~wet) := 0
(

w(False, True, True) := w(—sprinkler, rain, wet) := 0.2
(

m(True, True, True) := w(sprinkler, rain, wet) := 0.3.
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We find that the sprinkler is on if the first component = of a tuple (z,y, z) € {True, False}?® is
true. If we denote by m : {True, False}® — {True, False}, (x,y,2) — x, the projection to the
first component, we therefore find sprinkler = m; o (sprinkler x rain x wet), which shows that
the sprinkler is on with a probability of

w(sprinkler) = w(my o (sprinkler X rain x wet) = True) =
= w(sprinkler, —rain, ~wet) + w(sprinkler, rain, ~wet)+

+ w(sprinkler, —rain, wet) + w(sprinkler, rain, wet) = 0.6.

Informally, we adopt the viewpoint of Bayesianism, where the probability 7w(A) € [0, 1] of an
event A C () represents a rational agent’s degree of belief in A being true. Here, “rational” means
that, for any amount of money S € R, the agent is willing to place at most w(A) - S on the truth
of A in a bet with a return of S (63, pp.500-501). When observing an event B, a rational agent
is supposed to revise his beliefs as follows.

Definition 2.2.3 (Conditional Probability). Let (£2,7) be a probability space and let A, B C )
be two events. In this case, we define the probability of A conditioned on B by
m(4,B) .
————2 ifw(B)#0
rAlB) = mpy TTBFO
0, otherwise

Example 2.2.4. Assume we observe that someone wins one euro in the game described in Ex-
ample This observation leads to a probability of m(2|p = 1) := 1/3 for the die to show two.

Finally, conditional probabilities enable us to assess the independence of events. In particular,
an event A is considered independent of an event B if observing B does not alter our belief in A.
This concept is formalized in the following definition.

Definition 2.2.4 (Independence). Let (€2, 7) be a probability space and let Ay,..., A, C Q be
events for a natural number n € N. We say that A,..., 4, are (mutually) independent if for
any tuple of indices (i1,...,i) € {1,...,n}¥, 1 <k <n, with i; # 4, for all 1 < j, I < n, we have

k
m(Aiy) = 7(Ai |Asy, ..., Aiy) or equivalently w(A;,, ..., 4;,) = HW(Aik).

Otherwise, we call the events Ay, ..., A, (mutually) dependent.

Example 2.2.5. Consider throwing a second die in the situation described in Example
Now, we have 36 possible outcomes Q := {(1,1),...,(6,6)}, where (i,5) € § signifies that the
first die shows ¢ while the second die shows j. Assuming that the result of the first die does not
influence the outcome of the second die, we have 7 ((4, 7)) := w(¢) - 7(j) := 1/36. This reflects the
independence of the events of the first die showing ¢ and the second die showing j.

2.2.2 Propositional Logic and LogLinear Models

Next, we introduce propositional logic, the simplest form of logic, as a formalism to reason about
Boolean functions.

Propositional Logic

In this thesis, we employ propositional logic to reason about truth, i.e. to specify sets of Boolean
functions that satisfy certain constraints. However, to reason about Boolean functions, we first
need to agree on the domain of these functions.
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Definition 2.2.5 (Propositional Alphabet). A propositional alphabet 3 is a finite set whose
elements we call propositions.

Example 2.2.6. Assume that a road passes through a field with a sprinkler in it. The sprinkler
is activated by a weather sensor when it is not cloudy. In addition, the road pavement is wet when
the sprinkler is on or when it rains. Lastly, when the road is wet, it becomes slippery.

Next, cloudy denotes the fact that the weather is cloudy, sprinkler denotes the fact that the
sprinkler is on, rain denotes that it is raining, wet denotes that the pavement of the road is wet,
and slippery means that the road is slippery. Hence, we gave a propositional alphabet

B := {cloudy, sprinkler, rain, wet, slippery}
to reason on the described scenario.

Fix a propositional alphabet 3. As mentioned earlier, our objective is to reason on the truth
of the propositions in .

Definition 2.2.6 (Structure). A (-)structure w : P — {True, False}, p — p* is a Boolean
function on *B. It is important to note that such a function can be safely identified with the set
of all propositions p € B that are true in w, i.e., with the set w := {p € P: p¥ = True}.

Example 2.2.7. In the situation of Example [2.2.6] a structure w is a complete state description
such as

cloudy — True sprinkler — False
rain — True wet — True

slippery — True.

Next, in formulas, we specify constraints on the structures under consideration.

Definition 2.2.7 (Propositional Formulas). The (propositional) formulas in the alphabet 3
or (P)-formulas are recursively defined by the following axioms:

i) The falsity symbol L ¢ P and the truth symbol T ¢ 3 are formulas.
ii) Every proposition p € B is an atomic formula or atom.
iii) If ¢ is a formula, then —¢ is also a formula.
iv) If ¢ and 1 are formulas, then (¢ A 1)) is also a formula.

A literal is a formula [ € {p, —p} for an underlying proposition p € B. We refer to [ as a
positive literal if it is of the form p € 8 and as a negative literal otherwise.

Remark 2.2.1. In situations where there is no possible confusion about the meaning of a for-
mula ¢, we denote ¢ omitting parentheses ( and ).

Example 2.2.8. In the alphabet of Example we can form the formulas
sprinkler, —cloudy and (sprinkler A —cloudy).

Here, sprinkler is an atom or (positive) literal, whereas —cloudy is a (negative) literal. Finally,
the formula (sprinkler A —cloudy) is neither an atom nor a literal. As no confusion occurs if we
omit parentheses, we further denote the last formula by sprinkler A —cloudy.

Further, we define the meaning or semantics of a propositional formula.

Definition 2.2.8 (Models Relation). Whether a structure w satisfies or models a formula ¢,
denoted by w [= ¢, is defined recursively based on Definition m
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i) Wefind w e L and w |= T, i.e., w = L is not valid for any structure w.

)
ii) For every atomic formula p € B we find w = p if and only if p¥ = True, that is, p € w.
iii) For every formula ¢ we find w |= —¢ if and only if w [~ ¢, i.e., if w = ¢ is not valid.

iv) For every two formulas ¢ and ¢ we find w = (¢ A ) if and only if w | ¢ and w = 1.

Next, the structure w satisfies or models a set of formulas ®, written w = @, if and only if we
find w | ¢ for every formula ¢ € ®. In this case, we also say that w is a model of ®.

Remark 2.2.2. We also associate a structure w : B — {True, False} with the set of literals it
renders true, that is, with {p € P: p¥ = True} U {—p: p € B, p¥ = False}.

Example 2.2.9. In the case of the structure w in Example we find w £ L, w E T,
w [ cloudy, w = —sprinkler, w = (cloudy A —sprinkler) and w = (wet A —slippery).

Notation 2.2.1. For two formulas ¢ and ¢ we use the following abbreviations.
i) We write (¢ V 9) for —(—¢ A —1)).

11

We write (¢ — ) for (—¢ V ).

) (
) (
ili) We write (¢ < ) for (¢p — ¢).
) (

iv) We write (¢ <> ¢) for ((¢ — ) A (¢ — ¢)).

Example 2.2.10. In the scenario of Example (cloudy V slippery) means that it is cloudy
or the road is slippery. Similarly, (rain — wet) means that the road is wet if it rains and
(wet + slippery) means that the road is slippery if and only if it is wet.

Remark 2.2.3. Again, we denote a formula ¢ by omitting parentheses ( and ) if no confusion is
possible.

Finally, we also would like to express that a formula subsumes another formula.

Definition 2.2.9 (Semantic Entailment). A formula ¢ (semantically) entails a formula %,
written ¢ = 1, if whenever w = ¢ we also find w = 1, i.e. if every structure modeling ¢ also
models 1. Analogously, a set of formulas ® (semantically) entails a formula v, written ® = 9,
if for every structure w we find w = ¢ whenever w = ®. We call ® consistent if ¢ has at least
one model, i.e. if ® }£ L.

A set of formulas @ is deductively closed if whenever ® = ¢ we find ¢ € ®. The deductive
closure of a set of formulas ® is the smallest deductively closed set ® such that ® C ®. Finally,
we call a consistent deductively closed set of formulas ® a world if ® is maximal with respect to
the subset relation (C)/2.

Notation 2.2.2. We observe that every world ® = L is the deductive closure of the set of its
literals L := {l € {p,—p} : p € P, | € P}. As P is consistent and maximal regarding the subset
relation (C)/2, we further find that L := (L NP) U {-p: p € B, p ¢ ®}. Hence, we can identify ®
with the set of propositions L NB.

As we also identify structures with sets of propositions in Definition [2.2.6] we shall henceforth
interchangeably use the terms “structure”, “subset of propositions”, and “world”. Specifically, we
treat worlds and structures as partially ordered by the subset relation (C)/2.

Example 2.2.11. In the alphabet 3 of Example we find (cloudyA—sprinkler) = —sprinkler
and (cloudy A —sprinkler) = rain.

However, we wish to reason not only on formulas, but also on their certainty.
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LogLinear Models

Fix a joint distribution 7 on a propositional alphabet 3. Furthermore, assume that the relevant
information about 7 is contained in the n probabilities 7(¢;) € (0,1) of mutually exclusive for-
mulas ¢;, where 1 < i < n and n € N. Here, this means that the distribution 7 results from the
following principle of indifference:

Law 3 (Principle of Indifference). We consider two possible values of a random wvariable p as
equally probable when we have no reason to prefer one value over the other.

Example 2.2.12. Let us throw a die. We denote by 1, 2, 3, 4, 5, and 6 that the die shows one,
two, three, four, five, and six, respectively, resulting in the alphabet

P = {1,2,3,4,5,6}.

If we have no further information about the die, according to the principle of indifference in Law [3]
we consider the die to be fair, i.e., we assume that throwing the die results in ¢ with a probability
of m(i) :=1/6 for all 1 <i <6.

Assume we are further informed that the die is biased and shows 1 or 2 with probability 1/2,
that is, m(1V 2) = 1/2, and 6 with probability 1/10, i.e., 7(6) = 1/10. According to the principle
of indifference, this results in the following probabilities:

(1) =1/4 7(2) =1/4 7(3) = 4/30
7(4) = 4/30 7(5) = 4/30 7(6) = 1/10

In particular, we first distribute the probability 7(1V2) = 1/2 uniformly to the events 1 and 2 and
set 7(6) := 1/10. Finally, we distribute the remaining probability mass of 1—7(1Vv2)—m(6) = 4/10
uniformly to the remaining events 3, 4, and 5.

Unfortunately, we need the mutual exclusivity of the formulas ¢;, 1 < i < n, to apply the
principle of indifference in Law [3| for extending the probabilities m(¢;) to a distribution on the
alphabet ‘B.

Example 2.2.13. Recall the situation of Example and suppose we learn that the die
shows 1 or 2 with probability (1 V 2) = 1/3. Further, assume we also find out that the die
shows 2 or 3 with probability 7(2V 3) = 1/3. Now, the principle of indifference in Law [3| does not
tell us how to merge the information about throwing 2, provided by the probabilities 7(1V2) = 1/3
and m(2V 3) =1/3, to get a joint distribution = on .

Suppose that the relevant information about the joint distribution 7= on the alphabet 8 is
contained in the n probabilities 7(¢;) € (0,1) of the formulas ¢;, where 1 < i < n and n € N,
which are no longer assumed to be mutually exclusive. This now means that the distribution 7
results from maximizing the entropy

H(r) =) (~ln(x(p))) - (p)

PEP

under the constraint that the formulas ¢; hold with probability 7(¢;) for 1 <14 < n.

Since the function —1In : (0, 1] — [0, o) is strictly monotonically decreasing, with —In(0) = oo
and —In(1) = 0, we interpret —In(w(p)) as our degree of surprise about the proposition p € B.
In particular, the number — In(7(p)) becomes large for small probabilities 7(p); that is, the more
we are surprised about p being true, the larger the number — In(7(p)) becomes. Hence, we inter-
pret H () as the average degree of surprise in a distribution w. We further assume that the more
we are surprised by our observations, the more randomness is captured in 7, and that randomness
stands for missing information. In fact, entropy H(w) is known to measure missing information
in a distribution 7 (57).
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Remark 2.2.4. Note that —In: (0,1] — [0, 00) is used in the definition of entropy, as one wants
the entropy to be additive regarding the distributions of independent random variables.

Given that we only know about the probabilities 7(¢1),...,7(¢y,), it makes a priori sense to
assume the distribution 7 on the propositions 3 that extends the probabilities m(¢1), ..., 7(¢n) by
maximizing the missing information, that is, the entropy H (7). Maximizing entropy also resembles
the principle of indifference in Law [3|if the formulas ¢; are mutually exclusive (19)).

However, in general, maximizing the entropy does not yield a distribution that can be easily
described using the probabilities m(¢;), 1 < i < n. Nevertheless, as the distribution = is essentially
determined by giving one number for every formula ¢;, 1 < i < n, one aims for a parameterization
of 7 that is also given by a number w; € R for every formula ¢;, 1 < i < n. Here, we apply the
following result of Berger et al. (8)).

Parametrization 4 (Berger et al. (8)). We find n degrees of certainty w; € R, 1 < i <n such
that 7 is given by setting

for every world w.

Finally, a LogLinear model of Richardson and Domingos (46]) formalizes a set of formulas with
assigned degrees of certainty in the sense of Berger et al. (§]).

Definition 2.2.10 (LogLinear Models). A LogLinear model (with binary features) is a
set ® consisting of weighted constraints (w, ¢), where w € RU {oo} is a real weight and ¢ is a
formula.

Example 2.2.14. Recall the situation in Example and consider a road that passes through
a field with a sprinkler in it. We denote by cloudy that the weather is cloudy. The sprinkler may
be switched on, denoted sprinkler, by a weather sensor in the event of sunny weather, that is, if
—cloudy holds. By rain we denote that it is raining and by wet we denote that the pavement of
the road is wet, which happens if it rains or if the sprinkler is on. Finally, the road is slippery,
denoted slippery, if it is wet. Hence, we consider the propositional alphabet

P := {cloudy, sprinkler, rain, wet, slippery}
to reason on the described scenario, which might lead to the LogLinear model

@ := {(In(2), cloudy — rain), (In(3), ~cloudy — sprinkler), (co, wet <> rain)}.

Parametrization [4] then yields the following semantics for LogLinear models.

Definition 2.2.11 (Semantics of LogLinear Models). Given a LogLinear model ®, a possi-
ble world w is a world that models each hard constraint (co,¢) € @, ie., w = ¢ when-
ever (00, ¢) € ®. We associate with every possible world w the weight

(w,p)€P (w,p) €D

wi=p W
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and set w(w) = 0 for every world w that is not a possible world. Further, we define the weight of
a formula ¢ to be

w world
wko
Finally, we interpret weights as degrees of certainty and assign to each world or formula _ the
probability

Remark 2.2.5. Let ® be a LogLinear model. Upon committing to Parametrization[d there exists
no intuitive interpretation of the weighted constraints (w, ¢) € ® with real weights w € R. Only
hard constraints (0o, @) € ® encode that a formula ¢ necessarily holds.

Example 2.2.15. In the situation of Example [2.2.14] we find 7(rain|cloudy) := 2/3 as well
as w(sprinkler|-cloudy) := 3/4. Furthermore, we deduce that the road is slippery if and only if
it is wet.

2.2.3 Relational First-Order Logic and Markov Logic Networks

When modeling with propositional alphabets, propositions often indicate that elements in a do-
main satisfy specific properties. Next, we aim to extend our language to express such properties.

Example 2.2.16. Consider a group G := {p1, ..., pn }, which regularly meets in a pub. Each mem-
ber of G may start smoking spontaneously, denoted spontaneously_smokes(p;), where 1 <i < n.
Furthermore, a group member p;, € G smokes, denoted smokes(p;), if he either smokes sponta-
neously or if there is another smoking group member p; € G, i.e., smokes(p;). This behavior is
expressed by the following propositional formulas

spontanously_smokes(p;) — smokes(p;), 1 <i<n (2.2)
smokes(p;) — smokes(p;), 1 <i,j <n (2.3)

Since all formulas of the form (2.2]) and (2.3) only differ in the mentioned group members, we
would like to summarize them with the templates

spontanously_smokes(X) — smokes(X) (2.4)
smokes(X) — smokes(Y) (2.5)

for variables X and Y.

We identify templates like and with universally closed formulas in prenex normal
form that can be formulated within relational alphabets. This fragment of first-order logic is
characterized by allowing no function symbols, no existential quantifiers, only permitting finitely
many constants and predicate symbols, and restricting universal quantifiers to the beginning of
formulas. With this limitation, we can employ the grounding method to translate our fragment
of first-order logic into propositional logic, facilitating the computation of Herbrand models for a
given formula.

In this way, we denote constraints that are symmetric with respect to permutations of domain
elements. Introducing these symmetries in LogLinear models not only speeds up computations,
but also facilitates the learning task. Specifically, assuming that domain elements behave in the
same way shrinks the search space of possible models for a given set of data.
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Relational First-Order Logic

Formally, we express the properties of elements in a domain, such as smoking in Example [2:2.16]
with relational alphabets.

Definition 2.2.12 (Relational Alphabet (24, §1B, p. 4)). A variable is an expression of the
form X; for a natural number j € N. Further, a (relational) alphabet is a tuple 2 := (C,P)
consisting of

a finite set of constants C := C(2A) = {c1, ..., ¢} and

a finite set of predicates P := P(A) = {p1, ..., pm }, each equipped with an arity ar(p;) € N>o.
Furthermore, the sets C and P are disjoint with X; ¢ C and X; ¢ P for all j € N.
Remark 2.2.6. We do not allow function symbols in relational alphabets.

Example 2.2.17. To represent the scenario in Example we introduce the constants
C:=G=A{p1,..,Pn}

Further, we introduce predicates P := {spontaneously_smokes, smokes}, where both predicates
spontaneously_smokes and smokes have arity one.

Notation 2.2.3. In this thesis, we refer to variables X;, j € N by strings starting with an
uppercase letter.

Fix a relational alphabet 2 := (C,P). We use the alphabet 2 to reason on relations in the
domain of constants C.

Definition 2.2.13 (Atoms and Ground Atoms). An atom is an expression A := p(t1, ..., ty),
where p € P is a predicate of arity ar(p) := n and where ¢; is a variable or constant for 1 <i < n.
Furthermore, we say that A is ground if ¢4, ..., t,, € C are constants. A (Herbrand) structure w
is then a set of ground atoms, representing the set of all valid relations, i.e., we consider p(ty, ..., t,)
as valid if p(t1,...,t,) € w. Note that a Herbrand structure w also denotes a structure of the
propositional alphabet 3(2() that consists of all ground atoms in the alphabet 2.

Remark 2.2.7. As there are only finitely many predicates and constants in the alphabet 2, it
gives rise to only finitely many ground atoms. Therefore, the propositional alphabet B (2() is a
finite set. In particular, we observe that every Herbrand structure w C B (2l) is a finite set.

Example 2.2.18. In Example [2.2.17] we obtain the atoms smokes(p1) and smokes(X;). The
expression smokes(p1) is a ground atom, whereas the expression smokes(X7) is not.
Further, we can form the following Herbrand structures:
wy = (Z)
wo = {spontaneously_smokes(p1), smokes(p1), ..., smokes(py)}
wg := {smokes(p1)}
Here, w; denotes the situation where nobody in the group G smokes. The structure ws means

that p; starts to smoke spontaneously and all members of the group p1, ..., p, smoke. Lastly, ws
means that no one starts smoking spontaneously and we find that the group member p; smokes.

First-order formulas are now used to reason on Herbrand structures.

Definition 2.2.14 (First-Order Formula). A first-order formula ¢ with free variables var(¢)
is recursively defined by the following axioms.

i) The falsity symbol L and the truth symbol T are first-order formulas with

var(L) := var(T) := 0.
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ii) Every atom p(ti,...,t,) is a first-order formula with

var(p(ty, ..., tn)) := {t; : t; variable,1 < i < n}.
iii) If ¢ is a first-order formula, then —¢ is also a first-order formula. In this case, we set
var(—¢) := var(¢).
iv) If ¢ and ¢ are first-order formulas, also (¢ A ¢) is. In this case, we set

var((¢ A )) := var(¢p) U var().

v) If ¢ is a first-order formulas with a free variable X € var(¢), also (Vx¢) is a first-order
formula with free variables

var((Vx ¢)) = var(¢) \ {X}.

Notation 2.2.4. Once again, we employ the abbreviations in Notation to represent first-
order formulas in the relational alphabet 2. In addition, one usually writes (Ix¢) for a formula of
the form —(Vx ). Furthermore, if there is no possible confusion about the meaning of a formula ¢,
we denote ¢ omitting parentheses ( and ).

Example 2.2.19. In the alphabet of Example we can construct the following first-order
formulas.

¢1 1= Vxsmokes(X)
¢2 = Vxspontaneously_smokes(X) — smokes(X)
¢3 = Vxsmokes(X) — smokes(Y)

The formula ¢, then means that nobody smokes, ¢o means that everybody who starts smoking
spontaneously actually smokes. Finally, ¢3 has no intended meaning. However, when replacing Y
with a constant p; for 1 < i < n, ¢3 leads to the restriction that the group member p; smokes if
there is another member of the group that smokes.

We employ ground substitutions to assign a truth value to an arbitrary first-order formula ¢.

Definition 2.2.15 (Ground Substitution and Herbrand Model). A ground substitution is a
function v : {X;}jen — C,V = V7 that assigns a constant to every variable. For a variable X
and a constant ¢ € C we further define the ground substitution

X!, X, #X
c/X]:{X;};en = C, X — A .
’Y[ / ] { .]}JEN J {C, XJ _ X
Finally, we extend every ground substitution 7 to the set of constants C by setting ¢” := ¢ for

every constant ¢ € C. Whether a Herbrand structure w satisfies a first-order formula ¢ under a
ground substitution -, written (w,v) = ¢, is then recursively defined as follows:

i) We find (w,v) = L and (w,y) = T.
) For every atom p(t1, ..., t,) we find (w,7) | p(t1, ..., tn) if and only if p (¢],....1]) € w.
iti) For every formula ¢ we find (w,v) | —¢ if and only if (w,y) & ¢.
)

For every two formulas ¢ and ¢ we find (w,7) E (¢ A ) if and only if (w,y) & ¢
and (w,7) F ¢.

v) For every formula ¢ with a free variable X € var(¢) we find (w,v) | (Vx¢) if and only if
(w,v[e/X]) E ¢ for every constant ¢ € C.
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Let ¢ be a formula that does not mention any free variables, that is, var(¢) = 0. In this case, for
any Herbrand structure w, we observe either (w,v) | ¢ or (w,7) ¥ ¢ independently of the ground
substitution 7. In the former case, we say that w is a Herbrand model of ¢ and write w = ¢.

Remark 2.2.8. Going back to Tarski (58], one usually associates first-order formulas with more
general models, also capturing relations on arbitrary domains and not only on the domains of
constants (12, Definition 32).

Example 2.2.20. Recall the formula
¢3 1= Vxsmokes(X) — smokes(Y)

from Example [2.2.19] and let v : {X,;};en = {p1,..,pn} be a ground substitution with Y7 = p,.
A Herbrand structure w now satisfies ¢3 under the ground substitution ~ if and only if

(w,v[pi/X]) = smokes(p;) — smokes(p;)

for all 1 < i <, that is, we find p; smoking in w if there exists another smoking group member.

However, in this thesis, we do not study arbitrary first-order formulas. Instead, we restrict
our interest to the following fragment of relational first-order logic that can be translated into
propositional logic.

Definition 2.2.16 (Quantifier-Free Formula, Universal Formula, Universally Closed Formula). A
quantifier-free formula ¢ with (free) variables var(¢) is recursively defined by Axioms i) — iv)
of Definition 2214}

i) The falsity symbol L and the truth symbol T are quantifier-free formulas with

var(L) := var(T) := 0.

ii) Every atom p(ti, ..., t,) is a quantifier-free formula with

var(p(ty, ..., tn)) := {t; : t; variable,1 < i < n}.
iii) If ¢ is a quantifier-free formula, then —¢ is also a quantifier-free formula with
var(~6) 1= var().
iv) If ¢ and 9 are quantifier-free formulas, also (¢ A ¢) is. In this case, we set

var((¢ A )) := var(¢p) U var().

A literal L is a quantifier-free formula A or —A for an atom A. We call L a positive literal if it
is of the form A and a negative literal otherwise.
A universal formula (in prenex normal form) is a first-order formula 1 of the form

Vy,..Vy, ¢

for a quantifier-free formula ¢. Further, we call ¢ a universally closed formula if addition-
ally var(¢)) = 0, i.e., var(¢) = {Y1, ..., Yo }. In this case, we also call ¢ the universal closure of
the quantifier-free formula ¢. As we find var(¢)) = ) for every universally closed formula ¥, we
find that a Herbrand structure w is a Herbrand model of ¢ if w |= % in Definition

Remark 2.2.9. Universal formulas are usually defined in a more elaborate way (12, Definition 14).
However, every such formula can be translated into a universal formula in prenex normal form as
defined in Definition [2.2.16| with the same models in the sense of Remark (12, Theorem 37).
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For universally closed formulas, a model as outlined in Remark exists if and only if there
exists a Herbrand model as defined in Definition (12 Corollary 65). Hence, if we want to
check whether a given universally closed formula is satisfiable, i.e. whether it possesses a model
in the sense of Remark it is sufficient to check whether it has a Herbrand model.

As we only allow for finitely many predicates and constants, there are only finitely many
Herbrand structures, making a search for a Herbrand model accessible for computation. This is a
classical motivation for considering Herbrand models in computer science.

Example 2.2.21. In the alphabet of Example [2.2.17] we can construct the following quantifier-
free formulas.

@1 := ~smokes(X)
@9 := spontaneously_smokes(X) — smokes(X)
@3 := smokes(X) — smokes(Y)
The formula ¢; is a negative literal, while ¢5 and ¢3 are not literals. They give rise to the following
universally closures:
Y1 = Vxsmokes(X)
e 1= Vx (spontaneously_smokes(X) — smokes(X))
g = VxVy(smokes(X) — smokes(Y))
Here, 11 means that nobody is smoking, 12 means that everybody who starts smoking sponta-

neously actually smokes, and 13 means that somebody smokes if there is another smoking group
member.

Quantifier-free formulas, respectively, universally closed formulas, now yield the desired tem-
plates. Using the grounding method, they can be translated into propositional logic, facilitating
the computation of Herbrand models.

Definition 2.2.17 (Ground Instances). Let ¢ be a quantifier-free formula. To every ground
substitution v we associate the ground instance ¢ by recursion over Definition [2.2.16}

i) For the falsity symbol L and the truth symbol T we have 17 := 1 and T7 :=T.
ii) For an atomic formula p(ty, ..., t,) we have p(ty,...,t,)7 == p(t],...,t]).
iii) If ¢ is a formula, we have (—¢)7 := —¢7.
iv) If ¢ and 1 are formulas, we find (¢ A )7 := (¢7 A 7).

Finally, let ¢ be a quantifier-free formula. The grounding ¢ of the formula ¢ is the set of all
ground instances ¢7 of ¢. If @ is a set of quantifier-free formulas, we further define the grounding
of ¢ as the set ® :={J,cq ¢-

Example 2.2.22. In Example [2.2.21] we find that the formula ¢35 := smokes(X) — smokes(Y)
has the ground instances

smokes(p;) — smokes(p;), 1 <i,j <n. (2.6)

Let ¢ = Vy,...Vy, ¢ be the universal closure of the quantifier-free formula ¢. Grounding now
enables us to translate the formula v to a finite set of propositional formulas:

As the alphabet 2 mentions only finitely many predicates and constants, the grounding ¢ gives
rise to a finite set of propositional formulas in the alphabet J3(2) consisting of all ground atoms
in /. One then verifies that for every ground substitution v and for every Herbrand structure w
we find (w,7) E ¢ if and only if w = ¢7 in propositional logic. In particular, we find w | ¢ if
and only if w |= ¢ in propositional logic. Translating universally closed formulas in prenex normal
form to a finite set of formulas in a finite propositional alphabet facilitates the computation of
Herbrand models.
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Example 2.2.23. In Example [2.2.21] we find that the Herbrand models of the universally closed
formula
3 1= VxVysmokes(X) — smokes(Y)

are exactly given by the (2()-structures w that satisfy all the formulas (2.6)) in propositional logic,
that is, in the sense of Definition Again, we denote by PB(2) the set of all ground atoms.

Remark 2.2.10. Given a finite set of universally closed formulas in prenex normal form, by
construction, these formulas mention only finitely many variables. Hence, once the formulas
are fixed, we may also commit ourselves to finitely many variables X7, ..., X,,. Here, we introduce
infinitely many variables only for the convenience of formulating more formulas in a fixed alphabet.

Markov Logic Networks

Let Vy,...Vy, ¢ be the universal closure of a quantifier-free formula ¢, and let w be a Herbrand
structure. We find that Vy, ...Vy, ¢ is true in w if all ground instances in ¢ are true in w. Hence,
the quantifiers Vy,...Vy, tell us how to aggregate the propositional truth values of the ground
instances in ¢ with respect to w to assign a truth value to the formula Vy, ...¥y, ¢. A Markov logic
network of Richardson and Domingos (46) now refines this aggregation procedure by introducing
uncertainty. In particular, they replace these quantifiers with a real weight that indicates a degree
of certainty.

Definition 2.2.18 (Markov Logic Network). A Markov logic network & is a finite set of
weighted constraints (w, ¢), where w € R U {oo} represents the weight of a quantifier-free
formula ¢. For a ground substitution v : {X;}jeny — C, we define the corresponding ground
instance as (w, ). Finally, the grounding ® of the Markov logic network ® consists of the
ground instances of the weighted constraints in ®. The grounding of a Markov logic network
forms a LogLinear model in the propositional alphabet J3(2(), which consists of all the ground
atoms of the alphabet 2. Consequently, the Markov logic network ® induces a distribution 7 on
PB(A)-structures w, defined by
(W) = me(w) := 75 (w).

In particular, we first assign to every Herbrand structure w the weight

w(w) 1= exp E n-w (2.7)
(w,9)€P, wF#oco _
n number of ground instances Y E¢p
such that w=vy

whenever w |= ¢ for all hard constraints (0o, ¢) € ® and w(w) = 0 otherwise. Next, we define a

normalizing constant
w(T) = > w(w)
w Herbrand structure
and assign to each Herbrand structure the probability

_ ww)
") = Ly (2.8)

Remark 2.2.11. Given a Herbrand structure w, the weights w of the quantifier-free formulas ¢
in a Markov logic network ® tell us that we aggregate the truth values of the ground instances
in ¢ according to Equations and . In this sense, these weights generalize the quantifiers
in a universally closed formula.

As for LogLinear models in Section [2:2.2] there is no intuitive description for weighted con-
straints (w, ¢) with a real weight w € R in a Markov logic network ®. However, if the weight w = oo,
all ground instances of ¢ are necessarily satisfied. In the context of first-order logic, this is equiv-
alent to asserting the universal closure Vy,...Vy, ¢ of the formula ¢.
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Example 2.2.24. Consider two friends, Jakob and Kilian, denoted as jakob and kilian, who
regularly meet in a pub. Furthermore, we denote by smokes(jakob) and smokes(kilian) the
events that Jakob and Kilian smoke, respectively. We model this situation with the alphabet 2,
which consists of the constants C = {jakob, kilian} and the predicate smokes with arity one.
Assuming a positive correlation between Jakob and Kilian smoking could result in the Markov
logic network ®, which is defined by the weighted constraint:

(In(2), smokes(X) A smokes(Y)).
The grounding ® of ® is then given by the following weighted constraints.

(In(2), smokes(kilian)) (In(2), smokes(kilian) A smokes(jakob))
(In(2), smokes(jakob)) (In(2), smokes(jakob) A smokes(kilian))

This is a LogLinear model in the propositional alphabet B () := {smokes(jakob), smokes(kilian)}.
Hence, we have to consider the four 3(2()-structures with the following weights.

wp =10 w(wi) =
wo 1= {smokes(jakob)} w(wz) =
ws = {smokes(kilian)} w(ws) =2
wy = {smokes(jakob), smokes(kilian)} w(wy) = 16.

Overall, we find Jakob and Kilian smoking with probability

2416 18

mw(smokes(jakob)) = w(smokes(kilian)) = 51 = a1

Example 2.2.25. In the alphabet of Example 2:2:24] we can also consider the Markov logic
network, consisting of the constraint (oo, nsmokes(X)), which means that nobody, i.e. neither
Jakob nor Kilian is smoking.

2.2.4 Logic Programs and Probabilistic Logic Programs

As Decartes suggested, it is natural to express causal relationships in rules (32). Hence, it seems
natural to model causal reasoning with logic programs, which themselves consist of such rules.
Here, we introduce three well-established semantics for logic programs: the supported model
semantics (25), the minimal (Herbrand) model semantics (59)), as well as the stable model se-
mantics (27). Next, we recall the abductive point of view on logic programming (22)). Extending
logic programs by degrees of certainty and proceeding as in the construction of Markov logic net-
works (46]) leads to LPMIN programs (B5). If, instead, we extend logic programs by independent
Boolean random variables, we obtain ProbLog programs (21 26). Finally, logic programs with
annotated disjunctions (62)) extend logic programming by probabilistic case distinctions. Before
addressing general (probabilistic) logic programming, we investigate the propositional case.

Propositional Logic Programming

Logic programs consist of rules, also known as clauses. Fix a propositional alphabet P to define
these clauses; that is, the fragment of propositional logic in which we are interested.

Definition 2.2.19 (Clause). A (normal) clause C is a formula of the form
(h < (b1 A (b2 A (... ADR))..L)),
which we also denote as

h by A ... Nby, h < by,...,b, or head(C) + body(C),
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Here, head(C) := h € 8 is an atom, referred to as the head of C' and body(C) := {b1,...,b,} is
a finite set of literals, known as the body of C. If body(C) = 0 is empty, we simply denote C
by h and call C' a fact. Furthermore, we say that C' is positive if body(C) C ‘B, i.e., it does not
contain any negative literals.

Example 2.2.26. Recall the situation of Example where we consider a road that passes
along a field with a sprinkler in it. The sprinkler is activated, denoted sprinkler by a weather
sensor whenever it is not cloudy, denoted —cloudy. In addition, the road pavement is wet, de-
noted wet, either when the sprinkler is on or when it rains, denoted rain. Lastly, when the road
is wet, it becomes slippery, denoted slippery. In the propositional alphabet

B := {cloudy, sprinkler, rain, wet, slippery}

we can build the following clauses.

Ch = sprinkler < —cloudy
Cy = wet < rain, sprinkler
Cs3 = cloudy

We observe that C5 is a fact. Further, Cy and C5 are positive clauses, while C'; is not a positive
clause.

We proceed and construct programs from these clauses.

Definition 2.2.20 (Logic Program, Dependence Graph). A logic program P is a finite set of
clauses. We call the program P positive if it consists only of positive clauses. The dependence
graph graph(P) of P is the directed graph on the alphabet B given by drawing an arrow p — ¢
if and only if there exists a clause C' € P with head(C) = ¢ and body(C) N {p, =p} # 0. A cycle
is a finite alternating sequence of nodes and arrows of the form ¢ — p1 — p2 = ... = pn — ¢
that ends and starts with the same node ¢. Finally, the program P is acyclic if its dependence
graph graph(P) has no cycle.

Example 2.2.27. From the alphabet in Example 2:2.26] we can build the following positive

program Pj.

rain < cloudy
wet < rain wet < sprinkler

slippery < wet

Furthermore, by incorporating the clause sprinkler < —cloudy into P, we obtain the program P,
which is no longer positive. We note that P5 is designed to model the scenario described in
Example [2.2.26] Lastly, we obtain the dependence graph graph(Ps) of the program Py below.

sprinkler

N

cloudy rain wet slippery

Hence, we conclude that Py is an acyclic program

In logic programming, we consider a proposition p to be true only if the program P forces p
to be true. Otherwise, according to the principle of default negation, the proposition p is
considered false. In particular, a negative literal —p is true if there is no reason for the proposition
p to hold. This reflects that databases such as timetables usually state positive statements like
departures of trains and not when nothing is departing.
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Example 2.2.28. Recall the program P, of Example As there is no clause with the
head cloudy, we conclude that cloudy cannot be enforced. Applying default negation, we find
that cloudy is false, i.e. —cloudy is true. Hence, we immediately obtain that sprinkler, wet and
slippery need to be true. However, since the clause rain < cloudy is not applicable if cloudy
is false, default negation yields that rain is false. In summary, the program P should have the
unique model w := {sprinkler, wet, slippery}.

Subsequently, we recall three approaches to describe this intended behavior: the supported
model semantics (25]), minimal model semantics (59), and stable model semantics (27]).

The Supported Model Semantics of Acyclic Logic Programs

In the case of an acyclic program P, Clark (L6]) observes that P can be translated to equivalent
propositional formulas, stating that a valid proposition in a model w needs to have a reason, i.e.,
a support in w.

Definition 2.2.21 (Clark Completion, Supported Model Semantics for Logic Programs). Let P
be a logic program. The Clark completion of P is defined to be the set of formulas

comp(P) :=<¢p+ \/ /\body(C)
ceP

head(C)=p peER

Further, a model of the Clark completion w = comp(P) is said to be a supported model of P.
Example 2.2.29. The Clark completion of the program P5 in Example [2:2.27]

rain < cloudy
sprinkler < —cloudy
wet < rain wet < sprinkler

slippery < wet
is given by
cloudy < L
rain < cloudy
sprinkler <> —cloudy
wet <> rain V sprinkler

slippery < wet
As in Example [2.2.28] the program Ps has the supported model w := {sprinkler, wet, slippery}.

Although the supported model semantics is formally well-defined for general propositional
logic programs, i.e., it associates a unique (possibly empty) set of models to each program P, it
is only guaranteed to represent the desired behavior of acyclic logic programs. In particular, the
supported model semantics could yield counterintuitive results for cyclic programs.

Example 2.2.30. Assume h; and hs are two neighboring houses. In addition, let us denote
by fire(h;) the event of a fire in the house h;, i = 1,2. It makes sense to assume that a fire in the
house hq leads to a fire in the house ho and vice versa. So far, this situation can be modeled with
the following program P.

fire(ha) < fire(hy) fire(hy) < fire(hs)

Note that P has two supported models wy := @ and wy := {fire(hs), fire(hi)}. However, since
we do not state a fact fire(hy) or fire(hs), we cannot enforce fire(h;), i = 1,2 based on the
program P. Hence, w; = () should be the only model of P. This also reflects our intuition that
houses do not spontaneously burn, just because they would potentially affect each other.
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The Minimal Model Semantics of Positive Logic Program

Recall that we identify B-structures w C B with the set of all propositions p € P satisfied in w.
Van Emden and Kowalski (59) propose the minimal model semantics for positive programs.

Definition 2.2.22 (Minimal Model Semantics of Logic Programs). A minimal model of a logic
program P is an inclusion-minimal model w of P, where we consider P as a set of propositional
formulas.

The immediate consequence operator allows us to compute minimal models of positive pro-
grams.

Definition 2.2.23 (Immediate Consequence Operator). Let P be a logic program. The im-
mediate consequence operator 7 := Tp : P(P) — P(P) is defined by assigning to each
structure w C P the structure

T (w) := {head(C) : C € P, w = body(C)}.

Example 2.2.31. Recall the positive program P; of Example

rain < cloudy
wet < rain wet < sprinkler

slippery < wet
and denote by T its immediate consequence operator. We observe that 7 ({cloudy}) = {rain}.

Lemma 2.2.1 (van Emden, Kowalski (59)). Let P be a positive logic program. We recursively
define the ascending sequence of structures (w;)ien by

wo =0 and wit1 =T (w;),

where T denotes the immediate consequence operator. Since the alphabet P is finite, there exists
a structure w and a natural number n € N such that w = w; for all i > n. In this case, w is the
unique minimal model of the program P. [

Example 2.2.32. Consider the program P; in Example According to Lemma the
program Py U {cloudy} has the minimal model w := {cloudy, rain, wet, slippery}. As desired, we
see that wy := () is the unique minimal of the program P in Example [2.2.30

P: fire(hs) < fire(hy) fire(hy) < fire(hs)

Again, the minimal model semantics is formally well-defined for general propositional logic
programs, i.e. it associates a unique (possibly empty) set of models to each program P. However,
it is only guaranteed to represent the desired behavior for positive logic programs. Specifically, as
the following example from Gelfond and Lifschitz (27) demonstrates, the minimal model semantics
could yield undesired results when considering clauses with negation in their body.

Example 2.2.33. Fix the alphabet B := {p(1,2),p(2,1),q(1),¢(2)} and consider the following
logic program P.

p(1,2)

q(2) < p(2,1),~q(1)
As there is no clause with head p(2,1), we intuitively assume by default negation that p(2,1) is
false. Therefore, the clause ¢(2) < p(2,1),—~¢(1) is not applicable and —¢(2) holds with the same
argument. Hence, the clause ¢(1) < p(1,2), —q(2) enforces ¢(1) to be true. We conclude that the

program P should have the unique model wy := {q(1),p(1,2)}. However, the program P has two
minimal models w; and wsy := {q(2),p(1,2)}.
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The Stable Model Semantics of General Logic Programs

Finally, Gelfond and Lifschitz (27) propose the stable model semantics for general logic programs.
In this thesis, we adopt the viewpoint that the stable model semantics formally defines the desired
notion of model for general logic programs.

Definition 2.2.24 (Stable Model Semantics of Logic Programs). Let P be a logic program.
Firstly, for a structure w C P, we construct the reduct given by the positive program

P, := {head(C) < body(C) NP : C € P such that p ¢ w whenever —p € body(C) \ B} .

The reduct P, results from the program P by first erasing all clauses C' € P mentioning a negative
body literal —p € body(C') with p € w and by then deleting all negative literals from the remaining
clauses. Further, a stable model w of P is a model w of P considered as a set of propositional
formulas, which is also the unique minimal model of the reduct P,,. Finally, a program P is called
consistent if it has at least one stable model.

Example 2.2.34. As desired, the structure w := {sprinkler,wet, slippery} is the unique stable
model of the program P5 in Example 2:2.27]

rain < cloudy
sprinkler < —cloudy
wet < rain wet < sprinkler

slippery < wet
For the positive program in Example [2.2.30] we obtain the unique stable model wy := 0.
fire(ha) < fire(hy) fire(hy) < fire(hs)

Finally, wy := {q(1),p(1,2)} is the unique stable model of the program in Example [2.2.33

p(1,2)
q(1) < p(1,2), ~q(2)
q(2) < p(2,1),~q(1)

Assume that we want to decide whether a query ¢ is true or false with respect to the knowledge
represented by a logic program P. This is feasible only when the program P has a unique stable
model. Now, we present a broad class of programs with unique stable models.

Definition 2.2.25 (Signed Dependence Graph and Stratified Programs). Let P be a logic pro-

gram. An edge p — ¢ in the dependence graph graph(P) is negative if there is a clause C' € P with
head(C) = q and —p € body(C). If there is a clause C' € P with head(C) = ¢ and p € body(C),

the edge p & q is positive. Note that an edge can be both negative and positive simultane-
ously. If we add these edge labels to the dependence graph, we obtain the signed dependence
graph graph® (P). Finally, the program P is stratified if its signed dependence graph graph™ (P)
does not contain a cycle with a negative edge.

Example 2.2.35. Recall the program P, of Example below.

rain < cloudy
sprinkler < —cloudy
wet < rain wet < sprinkler

slippery < wet
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We obtain the following signed dependence graph graphi(Pg).

sprinkler

/ N
+ + wet

cloudy rain

slippery

Hence, the program P is acyclic and stratified.
The program P of Example [2.2.33

p(1,2)
q(1) < p(1,2),-q(2)
q(2) < p(2,1),~q(1)
has the signed dependence graph graphi(P) below
p(1,2) p(2,1)
b "
q(1) q(2)

Hence, the program P is not stratified as we find the cycle ¢(1) = ¢(2) = ¢(1).
Finally, consider the following program P’.

p(1,2)
q(1) < —p(1,2),4(2)
q(2) < —p(2,1),4(1)
with the dependence graph
p(L 2) p<2’ 1)
li /i\ -
q(1) a(2)

As the cycle ¢(1) X q(2) & q(1) contains only positive edges, the program P’ is stratified. It has
the unique stable model {p(1,2)}.

As desired, every stratified program has a unique stable model.

Theorem 2.2.2 (Gelfond and Lifschitz (27))). Fvery stratified program has a unique stable model. O]

Finally, we find that every stable model is a model of the Clark completion.

Theorem 2.2.3 (Gelfond and Lifschitz (27)). Every stable model of a logic program is also a
supported model [1.

Corollary 2.2.4. If a consistent logic program P has a unique supported model w, we find that w is
also the unique stable model of P. This is the case, for instance, when P is an acyclic program. [l

However, unique supported models or minimal models are not necessarily stable.
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Example 2.2.36. Consider the program P that is given by

p<p p<q q<q.

Note that P has the unique supported model {p, ¢}, which is not stable. Observe that this does
not contradict Corollary as the program P is not consistent.

Non-Ground Logic Programming

Let 2 be a relational alphabet. In this case, a (normal) clause is a quantifier-free formula
(h < (b1 A (b2 A (... Aby)...))

that we denoted by h < by A ... Aby, h < by, ..., b, or head(C) + body(C). Here, head(C) := h is
an atom and body(C) := {b1,...,b,} is a finite set of literals. Furthermore, a logic program P
again is a finite set of clauses and the grounding P of P is the set of all ground instances of the
clauses in P. As the alphabet 2 consists of finitely many constants and predicates, the grounding P
contains only finitely many clauses that do not mention any variables. Finally, a minimal, stable
or supported model w of P is a minimal, stable or supported model of the grounding P, treated
as a propositional program in the ground atoms of the alphabet 2.

Example 2.2.37. Consider the alphabet 2l := (P, C) consisting of the predicates
P := {smokes, spontaneously_smokes}
together with the constants
C := {jakob, kilian}.

Each predicate has arity one, and the constants denote two friends, Jakob and Kilian, respec-
tively. Furthermore, spontaneously_smokes(jakob) and spontaneously_smokes(kilian) indicate
that Jakob and Kilian start to smoke, respectively. By smokes(jakob) and smokes(kilian), we
mean that Jakob and Kilian are smoking, respectively. In the alphabet 2, we can build the
following program P:

smokes(X) < spontaneously_smokes(X)
smokes(Y) < smokes(X)

spontaneously_smokes(kilian)

Hence, everyone who smokes spontaneously actually smokes. If one friend is smoking, so is the
other friend. And Kilian starts smoking spontaneously. We obtain the grounding P below:

smokes(kilian) < spontaneously_smokes(kilian)

smokes(jakob) + spontaneously_smokes(jakob)

(

(

smokes(kilian) < smokes(kilian)

smokes(jakob) < smokes(kilian)
(

smokes(jakob) < smokes(jakob)
smokes(kilian) < smokes(jakob)

spontaneously_smokes(kilian)
Hence, we find that P has the unique minimal and stable model:
w = {spontaneously_smokes(kilian), smokes(kilian), smokes(jakob)}.

Finally, note that wU {spontaneously_smokes(jakob)} would yield another supported model of P.
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Propositional Abductive Logic Programming

Toward reasoning on Aristotelian knowledge, we introduce the abductive perspective on logic
programming (22)). The objective of the resulting abductive logic programs is to offer an expla-
nation for a given set of observations. Once more, we start with the propositional case and fix a
propositional alphabet 3.

Definition 2.2.26 (Abductive Logic Program). An integrity constraint IC is an expression
of the form L <« by A ... A b, also written L < body(IC), where body(IC) is a finite set of
literals. Further, an abductive logic program is a triplet P := (P, 2(,IC) consisting of a logic
program P, a finite set of integrity constraints IC and a set of abducibles 2l C 33 such that no
abducible u € 2 is the head of a clause in P. Finally, we say that P is positive if the underlying
logic program P is.

In the context of databases, integrity constraints express a sanity check on data (I5, Chapter 9).
In this thesis, we use them to represent our observations, i.e., they ensure that the Aristotelian
knowledge provided by the causal relations encoded in the program P and the explanations in 2
is also consistent with the factual knowledge that we observe.

Example 2.2.38. Recall the situation of Example [2.2.6] where we consider a road that passes
along a field with a sprinkler in it. The sprinkler is activated, denoted sprinkler by a weather
sensor whenever it is not cloudy, denoted —cloudy. In addition, the road pavement is wet, de-
noted wet, either when the sprinkler is on or when it rains, denoted rain. Lastly, when the road
is wet, it becomes slippery, denoted slippery. Consider the program P, of Example

rain < cloudy
sprinkler < —cloudy
wet < rain wet < sprinkler

slippery < wet

and let cloudy be the only abducible, i.e. we find 2 := {cloudy}. We may also observe rainy
weather, giving the integrity constraints IC := { L + —rain}. In this way, we obtain an abductive
logic program P := (P, 2, IC).

Further, we recall the various semantics of an abductive logic program.

Definition 2.2.27 (Model of an Abductive Logic Program). A structure w C ‘B is a minimal,
stable, or supported model of the abductive logic program P := (P,2,IC) if w satisfies the
integrity constraints IC, i.e., w = IC' (meaning w = body(IC)) for all IC € IC and if w is a
minimal, stable, or supported model of the program P U (wN2A). We then call the set e :=wnNA
the explanation of w.

Example 2.2.39. In the situation of Example[2.2.38] the abductive logic program P’ := (P, 2, ()
has two stable models

w1 = {cloudy, rain, wet, slippery}

wq = {sprinkler, wet, slippery}
with explanations €; := {cloudy} and ey := ), respectively. Since only w; is consistent with the

observation of rainy weather expressed by the integrity constraint L <— —rain, we conclude that w,
is the only stable model of the abductive logic program P in Example [2.2.38

Non-Ground Abductive Logic Programming

Let 2 be a relational alphabet. In this case, an integrity constraint IC is a quantifier-free
formula L < by A ... A b, for literals by,...,b,. Now an abductive logic program P := (P,2(b,IC)
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is a tuple consisting of a logic program P, a set of atoms 2b, called abducibles, and a set of
integrity constraints IC such that the grounding P := (P, b, IC) is an abductive logic program
in the propositional alphabet PB(2l) given by the ground atoms of 2. A supported, minimal or
stable model w of P with explanation ¢ then is a supported, minimal or stable model w of the
grounding P with explanation e.

Example 2.2.40. Recall the alphabet 21 := (P, C) of Example [2.2.37] where
P = {smokes, spontaneously_smokes} and C := {jakob, kilian}.

Each predicate has arity one, and the constants denote two friends, Jakob and Kilian, respec-
tively. Furthermore, spontaneously_smokes(jakob) and spontaneously_smokes(kilian) indicate
that Jakob and Kilian start to smoke, respectively. By smokes(jakob) and smokes(kilian), we
mean that Jakob and Kilian are smoking, respectively.

We can now construct the abductive logic program P := (P,2(b,IC), consisting of the logic
program P given by

smokes(X) + spontanously_smokes(X) smokes(Y') < smokes(X)
the abducibles 2(b := {spontanously_smokes(X)} and the constraints
IC := {L « spontanously_smokes(jakob)}.
In this case, we find that P has the stable models

w1 = {spontanously_smokes(kilian), smokes(kilian), smokes(jakob)}

wy =10

with explanations €; := {spontanously_smokes(kilian)} and ey := (), respectively.

Probabilistic Logic Programming

To conclude, we delve into the realm of probabilistic extensions of logic programming provided by
the distribution semantics of Sato (55) and Poole (43]). Here, we fix a propositional alphabet 3
and introduce the various concepts in probabilistic logic programming for the propositional case.

Generally, in all of these concepts, one chooses clauses in a given logic program P at random,
yielding a distribution on the resulting programs P’ C P. In addition, we apply the P-log se-
mantics of Baral et al. (6) and extend this distribution on logic programs to a distribution on
the corresponding stable models (27). The presented languages now differ in how they state the
random choice of clauses in the program P.

Logic Programs with Annotated Disjunctions

Vennekens et al. (60) introduce a causal semantics for logic programs with annotated disjunctions
that also enables counterfactual reasoning (6I). We compare their causal reasoning with our
approach in Section Generally, in logic programs with annotated disjunctions, Vennekens
and Verbaeten (62) express random choices of clauses with disjunctions in the head, where every
disjunct is labeled with a probability.

Example 2.2.41. Consider a road that passes through a field with a sprinkler in it. Assume it is
cloudy, denoted cloudy, with probability 0.5. Further, if it is cloudy, it rains, denoted rain, with
probability 0.6. The sprinkler is then switched on, denoted sprinkler, by a weather sensor with
probability 0.1 if it is cloudy and it does not rain, denoted —rain, and with probability 0.8 if it is
sunny. The road pavement is wet, denoted wet, with probability 0.7 if it rains and probability 0.3



2.2 Statistical Relational Artificial Intelligence 37

if the sprinkler is on. Finally, a wet road is slippery, denoted slippery, with a probability of 0.9.
We model this situation in the following logic program with annotated disjunctions P:

Cy = cloudy : 0.5

Cs := rain : 0.6; sprinkler : 0.1 < cloudy
Cs := sprinkler : 0.8 < —cloudy

Cy :=wet : 0.7 < rain

Cs := wet : 0.3 < sprinkler

Ce = slippery : 0.9 < wet

Here, clause C, for instance, means that we choose the clause rain < cloudy with probability 0.6
and the clause sprinkler < cloudy with probability 0.1.

Recall the syntax of logic programs with annotated disjunctions.

Definition 2.2.28 (Logic Program with Annotated Disjunction). We call an expression
C:=hy:m;.5hym < by,...,b,

a clause with annotated disjunctions or LPAD clause if the assertions below are satisfied.

i) We have that head(C) := (hq,..., ;) is a tuple of propositions called the head of C. We
write h € (hq,...,h) if h = h; for 1 <i <[. Further, we write I(C) := 1 and h;(C) = h;
for 1 <i<lI.

ii) We have that body(C) := {by,...,b,} is a finite set of literals called the body of C.

iii) Forall 1 < <, the probability of the head atom h; is given by a number 7;(C) := w; € [0, 1],
such that ), m; < 1.

Informally, the clause C' means that we independently choose the heads hy or hs or... or h; for
the clause h; < b1, ..., b, with probability ;.

A logic program with annotated disjunctions or LPAD is then a finite set of LPAD
clauses P. A selection of an LPAD P is a function o : P — NU { L} that assigns to each LPAD
clause C' € P a natural number 1 < ¢(C) < I(C) or the symbol ¢(C) :=L¢ N. Assuming that all
choices of heads are mutually independent, to each selection o we associate the probability

UC)

(o) == H To(c)(C) - H 1-— Zm(C)

CeP CeP i=1
o(C)eN o(C)=L

and the logic program
P = {ho(c) < bOdy(C) : C e P7 U(C) 7éJ‘} :

We call a selection o consistent if the logic program P? is consistent, that is, P has at least
one stable model. The event consistent(P) that the LPAD P is consistent is then given by the
set of all consistent selections, i.e.

consistent(P) := {0 consistent selection of the LPAD P}.

Using the principle of indifference in Law [3] we extend the probability distribution on the
selections o, that is on the logic programs P, to a distribution on the stable models w of these
programs P7:

Let o be a selection. If o is not consistent, there is no stable model of P° and we conclude
that o cannot be observed. Hence, we observe that the LPAD P is consistent, that is, we observe
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the event consistent(P). Assuming that P has the stable models wi(c),...,wn(0)(0), n(c) € N
for every consistent selection o, the P-log semantics assigns to every world w the probability

P_i 7 (o] consistent(P))
(W) = Tp(w) =T (W) = > (o) -
o consistent selection
1<i<n(o)
w=w; (o)
_ 1 3 (o)
W(consistent(P)) o consistent selection n(J) .
1<i<n(o)
w=w; (o)

Once again, to a formula ¢ we associate the probability

w(¢) = mp(g) i=mp U(0) = Y w(w).
w world

wi=¢

Example 2.2.42. To enforce the proposition rain in Example we need to choose the
clauses cloudy and rain < cloudy, that is, it is raining with probability

m(rain) :==0.5-0.6 = 0.3.

Lastly, let 2 be a relational alphabet. We call an expression of the form
C:=hy:m;.ghycm < by, ...,by,
an LPAD clause if the following assertions are satisfied:
i) We have that head(C) := (h1, ..., h;) is a tuple of atoms called the head of C.
ii) We have that body(C) := {b1, ..., b, } is a finite set of literals called the body of C.

iii) Forall 1 <4 <[ the probability of the head atom h; is given by a number ;(C) := m; € [0, 1],
such that ), m; < 1.

For a ground substitution v the corresponding ground instance is defined by
CV:=hi:m;..;h) cm <« b], .., b).

Again, an LPAD P is a finite set of LPAD clauses and its grounding P is the set of the
corresponding ground instances, which is an LPAD in the propositional alphabet J3(2() of all
ground atoms of 2. Hence, we define the probability of a Herbrand structure w by grounding and
set m(w) = mp(w) := 7p (w).

ProbLog — a Probabilistic Prolog

In this thesis, we mainly formulate our causal reasoning in the language of ProbLog. De Raedt et
al. (2I)) and Fierens et al. (26) introduce ProbLog as the simplest probabilistic extension of Prolog.
The main idea here is that it is not necessary to describe the choice of arbitrary clauses in the
distribution semantics. Instead, it is sufficient if one chooses facts at random.

Example 2.2.43. Let us drop the mutual exclusivity of rain and sprinkler in Example 2:2.41]
Hence, assume that it is cloudy, denoted cloudy, with probability 0.5. Further, if it is cloudy, it
rains, denoted rain, with probability 0.6. The sprinkler is then switched on, denoted sprinkler,
by a weather sensor with probability 0.1 if it is cloudy and probability 0.7 if it is sunny. The
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pavement of the road is wet, denoted wet, with probability 0.8 if it rains and probability 0.3 if
the sprinkler is on. Finally, a wet road is slippery, denoted slippery, with a probability of 0.9. We
model this situation in the following ProbLog program P:

Random facts Facts(P):
0.5:u; 0.6 ::ug 0.7::ug 0.1 ::ug 0.8::us 0.3 ::ug 0.9 :: uy
Underlying Logic Program LP(P) :

cloudy + uq

rain < cloudy, us

sprinkler < —cloudy, us sprinkler < cloudy, u,
wet < rain, us wet < sprinkler, ug

slippery < wet, ur

Here, the random fact 0.6 :: us indicates that we independently choose the fact us to be true with
probability 0.6. These random facts then serve as switches in an underlying logic program, that
is, in our case the choice of us means that we choose the clause rain < cloudy with a probability
of 0.6.

Let us now formally introduce the syntax of ProbLog programs.

Definition 2.2.29 (Random Fact, ProbLog Program). A random fact RF is an expression
m(RF) :: u(RF),

where u(RF) ¢ B is the error term of RF and where 7(RF') € [0, 1] is the probability of u(RF).
It indicates that we choose u(RF') independently to be true with probability =(RF').

A ProbLog program P consists of a finite set of random facts Facts(P) and an underlying
logic program LP(P) in the alphabet P U {u(RF) : RF € Facts(P)} such that no error term is
the head of a clause in LP(P).

Remark 2.2.12. Let P be a ProbLog program and denote by 2 the set of error terms. In this
case, we find that P := (LP(P), %, () is an abductive logic program without integrity constraints.
This observation inspires our causal interpretation of ProbLog in Section [3.4.3

From the independence of the error terms and the principle of indifference in Law [3] we obtain
the P-log semantics of Baral et al. (6l).

Definition 2.2.30 (P-log Semantics of ProbLog Programs). Let P be a ProbLog program. A
choice ¢ is a subset of error terms. Interpreting error terms u as mutually independent Boolean
random variables that hold with the probabilities 7 in the random facts 7 :: u, we assign to each
choice € the probability

m(e) = H ©(RF) - H (1 —-=n(RF)).
RF €Facts(P) RF cFacts(P)
u(RF)€e u(RF)¢e

We call a choice e consistent if the logic program LP(P) U e is consistent, that is, LP(P) U € has
at least one stable model. The event consistent(P) of the ProbLog program P being consistent
is then given by the set of all consistent choices, i.e.

consistent(P) := {e consistent choice of the ProbLog program P}.

Using the principle of indifference in Law [3] we extend the probability distribution on the
choices ¢, that is on the logic programs LP(P) U ¢, to a distribution on the stable models w of
these logic programs LP(P) Ue:
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Let € be a choice. If € is not consistent, there is no stable model of LP(P) U e and we conclude
that € cannot be observed. Hence, we observe that the ProbLog program P is consistent, that
is, we observe the event consistent(P). Assume that € is a consistent choice and that the logic
program LP(P)Ue has n € N stable models wy, ...,w,. The principle of indifference in Law [3| then
yields the P-log semantics

T(w;) = mp(w;) == 7Tl;—log(wi) :: (€| consistent(P)) _

n
= ﬂ-(.e) forall1 <i<n.
n - w(consistent (P))
Setting 7(w) = mp(w) = 1 *Y(w) := 0 for all structures w that are not a stable model

of LP(P) U ¢ for a choice €, we obtain a probability distribution on the §B-structures. Finally, we
define the probability of a formula ¢ to be true by

n(¢)=mp (¢) = Y (W)

w structure
wEd

Remark 2.2.13. We use the letter € to denote the choices of a ProbLog program since they also
denote explanations of the associated abductive logic program in Remark [2.2.12

Example 2.2.44. Recall the ProbLog program of Example 2.2.43]

Random facts Facts(P):
0.5:u; 0.6 ::ug 0.7::ug 0.1 ::ug 0.8::us5 0.3 ::ug 0.9 :: ury
Underlying Logic Program LP(P) :

cloudy < uq

rain < cloudy, us

sprinkler < —cloudy, us sprinkler < cloudy, u,
wet < rain, us wet < sprinkler, ug

slippery < wet, ur
It rains only if we choose u; and us to be true, i.e., we find rainy weather with a probability of

m(rain) = w(uy) - w(uz) = 0.5-0.6 = 0.3.

Example 2.2.45. Assume that Kailin and Felix drink tea and the bell rings. If Kailin or Felix
hear the bell, one of them stands up to open the door, while the other remains seated. This can
be modeled with the following ProbLog program P.

Random facts Facts(P):

0.5 uq 0.5 :: ug

Underlying Logic Program LP(P) :
felix < —kailin, uy
kailin < = felix,usy
In this case, we obtain the following choices:
e =10 €2 :={u1}

€3 := {ua} €4 = {ui, uz}
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All choices €; have the same probability 7(e;) = 1/4. The program LP(P) U €; has the stable
model wy := 0, the program LP(P) U e has the stable model ws := {u1, feliz}, and the pro-
gram LP(P) U €3 has the stable model ws := {ug, kailin}. Finally, the program LP(P)Ue, has sta-
ble models wy := {u1, ug, kailin} and ws := {uy,us, feliz}. We find m(wy) = m(wz) = 7(w3) = 1/4.
To assign a probability to ws and ws, we apply the principle of indifference; since we do not have
information distinguishing these worlds, we conclude that they are equally likely, i.e., we ob-
tain 7(wy) = m(ws) = 1/8. In this way, we find that Felix opens the door with a probability
of m(feliz) = 3/8.

Let us add the clause felix < —felixz, which models the constraint that Felix opens the door.
Hence, we consider the following ProbLog program P’:

Random facts Facts(P'):
0.5 uy 0.5 :: ug

Underlying Logic Program LP(P’) :

feliz + —kailin, uy

kailin < —feliz,us

feliz + —felix
The programs LP(P’) U ¢; and LP(P’) U e3 have no stable model, i.e., the choices €; and €3
are not consistent. The program LP(P’)Uey has the stable model wy = {us, feliz} and the

program LP(P’) U e, has the stable model ws = {uy,us, feliz}, i.e., the choices e; and €4 are
consistent and the event of the ProbLog program P’ being consistent is given by

consistent(P’) = {e, €4}

If we naively set 7(w2) = w(ws) = 1/4, the probability mass would not sum up to one, i.e. we nor-
malize and divide by 7 (consistent(P’)) = 1/2, which is the same as conditioning on consistent(P").
In other words, when extending the distribution of choices €; — €4 to the stable models wo and ws
of the programs LP(P’) U ¢; — LP(P’) U ¢4, we can observe consistent choices. In summary, we
find w(wz) = m(ws) = 1/2 and Felix opens the door with probability = (feliz) = 1.

A logic program with annotated disjunctions P can be translated into a ProbLog program Prob(P)
with the same P-log semantics.

Definition 2.2.31 (De Raedt et al. (20))). Let P be an LPAD in B and choose for every LPAD
clause C' € P and for every natural number 1 < i < [(C) distinct propositions h{', u;(C) ¢ . The
ProbLog transformation Prob(P) of the LPAD P is the ProbLog program that is given by the
logic program LP(Prob(P)), which consists of the clauses

he + body(C) U{=hS (1 < j < i} U{w(C)}

h; « h¢
for every LPAD clause C' € P and for every 1 < ¢ <[(C) as well as the random facts
1- H1§j<i i (C)

Facts(Prob(P)) := { tu(C) | CeP, 1<i< Z(C’)} .

In fact, we obtain the following result.

Theorem 2.2.5 (De Raedt et al. (20)). Let P be an LPAD. In this case, for every selection o of P,
we obtain a set of choices e(a) of the ProbLog program Prob(P). Here, € € €(c) whenever u;(C) ¢ €
if o(C) =L, orifi>o(C) and u;(C) € € if 0(C) = i.

We observe that P° yields the same stable models as the logic programs LP(Prob(P)) Ue for
every € € €(0), and that w(e(o)) = w(o). Furthermore, the LPAD P and its ProbLog transforma-
tion Prob(P) yield the same probability for every world w, i.e., Tp(w) = Tprop(p)(w). O
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Example 2.2.46. Recall the logic program with annotated disjunction P from Example

cloudy : 0.5

rain : 0.6; sprinkler : 0.1 < cloudy
sprinkler : 0.8 <— —cloudy

wet : 0.7 < rain

wet : 0.3 < sprinkler

slippery : 0.9 + wet

The program P then gives rise to the following ProbLog transformation Prob(P).

Random facts:
0.5 = u1(Cq) 0.6 :: ug(Co) 0.25 :: ua(Co) 0.8 :: u1(Cs) 0.7 ug(Cy) 0.3 :: ur(Cs) 0.9 :: w1 (Cs)
Underlying Logic Program:

cloudy® < u1(Cy) cloudy + cloudy®
rain®? « cloudy, u1(Cy) rain <~ rain®?
sprinkler®® « cloudy, ~rain®?, uy (Cs) sprinkler < sprinkler®?
sprinkler®® « —cloudy, u, (Cs) sprinkler < sprinkler®?
wet® « rain, ui (Cy) wet + wet“

wet® < sprinkler, u; (Cs) wet « wets

slippery®s «— wet,u;(Cs) slippery < slippery®®

Finally, each ProbLog program can be interpreted as an LPAD using the following mapping.

Definition 2.2.32 (Riguzzi (47, §2.4)). Let P be a ProbLog program. In this case, we de-
fine the LPAD transformation LPAD(P) of P to be the LPAD containing one clause of
the form w(RF) : w(RF) <« for every random fact m(RF) :: u(RF) in P and a clause of
the form head(C) : 1 <+ body(C) for every clause C' € LP(P). Furthermore, each selection o
of LPAD(P) with a non-zero probability corresponds to a unique choice e(c) such that u(RF) € €(o)
if and only if o(u(RF) : 7(RF) +) #.L.

Once again, we observe that the LPAD transformation preserves the P-log semantics.

Theorem 2.2.6 (Riguzzi (d7), §2.4). In Definition we observe that LP(P) U e(o) and
LPAD(P)? produce the same stable models, and w(o) = w(e(o)). Consequently, the programs P
and LPAD(P) assign the same probability to every world w, i.e., mp(w) = Trpap(p)(w). O

Example 2.2.47. Recall the ProbLog program of Example 2.2.43]

Random facts Facts(P):
0.5:u; 0.6 ::ug 0.7::ug 0.1 ::ug 0.8::us5 0.3 ::ug 0.9 :: uy
Underlying Logic Program LP(P) :

cloudy + uq

rain < cloudy, us

sprinkler <+ —cloudy, us sprinkler < cloudy, u4
wet < rain, us wet < sprinkler, ug

slippery < wet, ur
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The LPAD transformation of the program P results in the following LPAD LPAD(P).

up 2 0.5 up :0.6 ug : 0.8 ug : 0.1 us : 0.7 ug : 0.3 ur : 0.9
cloudy : 1 < uy

rain : 1 + cloudy, us

sprinkler : 1 < —cloudy, us

sprinkler : 1 < cloudy, uy

wet : 1 < rain, us

wet : 1 < sprinkler, ug

slippery : 1 < wet, uy

Next, we introduce the operator (::)/2 to choose clauses in a logic program with a certain
probability. The resulting ProbLog clauses then refer to the subset of ProbLog programs P in
which each clause C' € LP(P) mentions a unique and distinct error term u(C').

Example 2.2.48. Recall the ProbLog program P from Example 2:2.43]

Random facts Facts(P):
0.5:u; 0.6 ::ug 0.7::ug 0.1 ::ug 0.8::us 0.3 ::ug 0.9 :: uy
Underlying Logic Program LP(P) :
Cy = cloudy < u
Cy = rain + cloudy, us
Cs = sprinkler < —cloudy, us
Cy = sprinkler < cloudy, uy
Cs := wet < rain, us
Ce := wet < sprinkler, ug
C7 = slippery < wet, uy
We observe that each clause C; in LP(P) mentions a unique error term ;. Hence, we independently

choose the clause C; with the probability of random fact 7; :: u;. We now denote the ProbLog
program P with the following ProbLog clauses.

0.5 :: cloudy

0.6 :: ratn < cloudy

0.7 :: sprinkler < —cloudy 0.1 :: sprinkler < cloudy
0.8 :: wet < rain 0.3 :: wet < sprinkler

0.9 :: slippery <« wet

Here, the ProbLog clause 0.6 :: rain < cloudy for example means that we choose the clause
rain < cloudy independently with probability 0.6.

Formally, these ProbLog clauses are defined as follows.

Definition 2.2.33 (ProbLog Clause). A ProbLog clause PC'is an expression 7(PC) :: C(PC),
where C(PC) is a normal clause and where m(PC) € [0,1] is a probability. A set of ProbLog
clauses P denotes the ProbLog program, consisting of the logic program

LP(P) := {head(C(PC)) « body(C(PC)) U {u(PC)}| PC € P}

and the random facts
Facts(P) := {n(PC) :: u(PC)| PC € P},
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where we introduce a distinct error term u(PC) ¢ B for every clause PC € P. Each ProbLog
program P that can be represented in this way is said to be contained in the fragment of
ProbLog clauses. In this case, we define the dependence graph graph(P) of P to be the
directed graph on the alphabet B that is given by drawing an edge p — ¢ if and only if there
exists a clause PC € P with head(PC) = ¢ and with {p, =p} N body(PC) # 0. Finally, we say
that P is acyclic if the graph graph(P) contains no cycle.

The ProbLog clause notation suggests that in a ProbLog program P within the fragment
of ProbLog clauses, the uncertainty can be interpreted as uncertainty about the clauses in the
logic program P’ := {C(PC)| PC € P}. More precisely, each clause C(PC) € P’ is chosen
independently with a probability of = (PC).

Finally, let 2 := (C,P) be a relational alphabet. In this case, a random fact is an expres-
sion m(RF') :: u(RF'), where the error term u(RF) := p(t1,...,tn) is an atom with underlying
predicate p ¢ P and where m(RF) € [0,1] is the probability of u(RF'). For a ground substitu-
tion v, we define RFY := (n(RF) :: u(RF)7) to be the corresponding ground instance. If ® is
a set of random facts, we denote by ® the set of all ground instances REF?Y where RF € ®.

Now, a ProbLog program P consists of a finite set of random facts Facts(P) and a logic pro-
gram LP(P) in the alphabet 2 := (C,P U {p: p underlying predicate of u(RF), RF € Facts(P)})
such that the grounding P given by Facts(P) and LP(P) is a ProbLog program in the propo-
sitional alphabet 9B(2() of all ground atoms in 2. In this case, the probability of a Herbrand
structure w is also defined by grounding, i.e. 7(w) := mp(w) := 7p(w).

Example 2.2.49. Reconsider the alphabet 2 := (P,C) in Example with predicates

P := {smokes, spontaneously_smokes}
and constants
C = {jakob, kilian}.

Each predicate has arity one, and the constants denote two friends, Jakob and Kilian, respec-
tively. Furthermore, spontancously_smokes(jakob) and spontaneously_smokes(kilian) indicate
that Jakob and Kilian start to smoke, respectively. By smokes(jakob) and smokes(kilian), we
mean that Jakob and Kilian are smoking, respectively. Assume everyone starts spontaneously to
smoke with a probability of 0.5. This could result in the ProbLog program P below.

0.5 :: spontanously_smokes(X)

smokes(X) + spontanously_smokes(X)
smokes(Y') < smokes(X)

In this case, we find that Jakob is smoking with a probability of w(smokes(jakob)) := 3/4.

Furthermore, a ProbLog clause PC' is an expression of the form 7(PC) :: C(PC') for a normal
clause C(PC) and a probability 7(PC) € [0,1]. For a ground substitution ~, the corresponding
ground instance is defined to be PC7 := n(PC) :: C(PC)7. Finally, we identify a finite set of
ProbLog clauses P with the set P of all ground instances PC"” of ProbLog clauses PC € P, which
denotes a ProbLog program in the propositional alphabet 3(2() of all ground atoms in 2(. Again,
the probability of a Herbrand structure w is defined by grounding, i.e. 7(w) := 7p(w) := mp(w).

Example 2.2.50. If we are unsure whether Jakob and Kilian influence each other to smoke in
the program P of Example [2.2:49] this could result in the following program.

0.5 :: spontanously_smokes(X)
1 :: smokes(X) + spontanously_smokes(X)
0.8 :: smokes(Y) + smokes(X)

In this case, we find that Jakob is smoking with a probability of 7(smokes(jakod)) := 7/10.
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The Language LPMMN

Lee and Wang (35) introduce LPM™N programs to subsume widespread formalisms in statistical
relational artificial intelligence. We extend their formalism in Section to a general framework
tailored to causal reasoning, which also encompasses widespread formalisms in statistical relational
artificial intelligence: Markov networks (46)), logic programs with annotated disjunctions (62)), and
ProbLog programs (21} 26]).

Inspired by Richardson and Domingos’ approach to constructing LogLinear models (46]), Lee
and Wang (35)) extend logic programming by introducing degrees of certainty. This leads to
LPMIN programs, where LP is a shorthand for “logic program” and MLN is a shorthand for
“Markov logic network”.

Definition 2.2.34 (Weighted Rule, LPM*N Program). A weighted rule (w,C) is a tuple of
a normal clause C' and a weight w € RU {oo}. An LPM"N program P then is a finite set
of weighted rules. In this case, we call LP(P) := {C : 3, (w,C) € P} the underlying logic
program.

Further, let w be a structure. We denote by P|, := {(w,C) € P : w = C} the program
consisting of all the weighted rules that are satisfied in w. Now, a stable model of P is a
structure w that is a stable model of the logic program LP(P)|,,) such that w |= C for all weighted
clauses (0o, C') € P with infinite weight, that is, C' € P, for all weighted clauses (co,C) € P. As
in Definition we associate to every stable model w of P the weight

w(w) := wp(w) := H exp(w) = H exp(w) = exp Z w

(w,C)eP (w,C)EP|y, (w,C)EP|,,
wWH0oo wWH#00 W00
wEC

Again, the weight of a formula ¢ is given by

w(g):=wp(d)= Y = w)
w staBliglodel

Finally, we associate to every stable model or formula _ the probability

Example 2.2.51. Recall the program P, of Example

rain < cloudy
sprinkler < —cloudy
wet — rain

wet < sprinkler

slippery + wet

Introducing uncertainty could lead to the following LPMM™N program P.

0, cloudy)
In(3), rain < cloudy)
|

(

(In(3

(In(5), sprinkler < —cloudy)
(00, wet +— rain)
(

(

n
n
00, wet < sprinkler)

In(2), slippery < wet)
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We find that P has the stable models

wy =10 ws = {cloudy}
wg := {sprinkler, wet} wy := {sprinkler, wet, slippery}
ws = {cloudy, rain, wet} we := {cloudy, rain, wet, slippery}

with weights w(w1) = 6, w(wz) = 10, w(ws) = w(ws) = 15 and w(ws) = w(ws) = 30. Hence,
we find 7(wy) = 3/53, m(wz) = 5/53, m(ws) = m(ws) = 15/106 and m(wy) = 7(we) = 15/53. In
particular, we find the road slippery with a probability of 7(slippery) = 30/53.

Remark 2.2.14. Note that there is no intuitive interpretation for the soft weights w € R of a
clause C'. In contrast, clauses with weight w = oo are necessarily satisfied.

In the case of a relational alphabet 2, a weighted rule (w, C') consists of a weight w € R U {oco}
and a normal clause C'. Next, for every ground substitution v we obtain a ground instance (w, C"7).
An LPMMN program P then is a finite set of weighted rules, and the grounding P of P is the
set of all ground instances of weighted rules in P. Finally, the semantics of P is the semantics of
the grounding P, i.e., 7p(w) =: mp(w) for every Herbrand structure w.

Example 2.2.52. Reconsider the situation in Example where we consider the alpha-
bet 2 := (P,C) that consists of the predicates

P = {smokes, spontaneously_smokes}

and the constants
C := {jakob, kilian}.

Each predicate has arity one, and the constants denote two friends, Jakob and Kilian, respec-
tively. Furthermore, spontaneously_smokes(jakob) and spontaneously_smokes(kilian) indicate
that Jakob and Kilian start to smoke, respectively. By smokes(jakob) and smokes(kilian), we
mean that Jakob and Kilian are smoking, respectively. We then build the following program

smokes(X) + spontaneously_-smokes(X)
smokes(Y') + smokes(X)

spontaneously_smokes(kilian),

indicating that everyone who smokes spontaneously actually smokes, if one friend is smoking,
so does the other friend, and Kilian starts smoking spontaneously. Now assume that we are
unsure whether Kilian and Jakob influence each other to smoke. This could result in the LPMEN
program P below.

(00, smokes(X) + spontaneously_smokes(X))
(In(2), smokes(Y) < smokes(X))

(00, spontaneously_smokes(kilian))
In this case, we obtain the following grounding P.

(00, smokes(kilian) + spontaneously_smokes(kilian))
(00, smokes(jakob) + spontancously_smokes(jakob))
(In(2), smokes(kilian) < smokes(kilian))

(In(2), smokes(jakob) + smokes(kilian))

(In(2), smokes(jakob) < smokes(jakob))

(In(2), smokes(kilian) < smokes(jakob))

(

00, spontaneously_smokes(kilian))
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Hence, we find that P has the stable models

w1 = {spontaneously_smokes(kilian), smokes(kilian), smokes(jakob)}

wo = {spontaneously_smokes(kilian), smokes(kilian)}

with the weights w(w;) := 16 and w(w2) := 8. Finally, we find m(w;1) := 2/3 and 7(wq) :=1/3. In
particular, we find Jakob smoking with a probability of w(smokes(jakob)) := 2/3.

Structure Learning of Propositional Probabilistic Logic Programs

Following the overview of Riguzzi (47, §10), we quickly recall some foundations of structure learning
for the case of propositional ProbLog programs in the fragment of ProbLog clauses, i.e., we assume
that each ProbLog program is given by a set of ProbLog clauses P. Generally, in structure learning,
one aims to describe a given dataset with a probabilistic logic program, i.e., one needs to determine
the probabilities and the structure of this program.

Given suitable data, all those algorithms search the space of programs defined by a language
bias and background knowledge with heuristics relying on statistical tests. Here, the language
bias defining the clause and therefore the program space is given by mode declarations of the
form modeb(x,q) and modeh(x,p) as well as declarations of the form determination(p,q) for
propositions p and ¢. Here, modeh(*, q) means that the proposition ¢ can occur in the head of a
clause, while modeb(x*, q) means that the proposition ¢ can occur in the body of a clause. Finally,
determination(p, q) means that ¢ may occur in the body of a clause with the head p. A positive
ProbLog clause PC' lies in the language defined by our bias if we declare modeh(x, head(PC)),
modeb(x,b) for all b € body(PC'), and determination(head(PC),b) for all b € body(PC).

Moreover, we can express background knowledge in a logic program defining further propo-
sitions in terms of the given data. This is also how one can learn non-positive clauses by adding
a clause neg_p < —p to the background knowledge for every proposition p. We call the pair of a
language bias and a background knowledge the setting & for a structure learning algorithm.

Example 2.2.53. Recall the program P in Example [2:2.48

Ch :=0.5:: cloudy

C5 := 0.6 :: rain < cloudy

C3 := 0.7 :: sprinkler < —cloudy
Cy := 0.1 :: sprinkler < cloudy
C5 := 0.8 :: wet + rain

Cs := 0.3 :: wet < sprinkler

C7 := 0.9 :: slippery < wet

To consider the program P in our program search, we specify the following setting &. First,
with modeh(x,_) and modeb(x, _), we state the propositions that occur in the head and body of a
ProbLog clause, respectively.

modeh(x, claudy) modeb(x, claudy) modeb(*, neg_claudy)
modeh(x, rain) modeb(x, rain)

modeh(x, sprinkler) modeb(x, sprinkler)

modeh(x, wet) modeb(*, wet)

modeh(x, slippery)
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Next, with determination(h,b) we indicate the propositions b that may occur in the body of a
clause with the head h.

determination(rain, cloudy)

determination(sprinkler, cloudy)

determination(wet, rain)

(
(
determination(sprinkler, neg_cloudy)
(
determination(wet, sprinkler)

(

determination(slippery, wet)

So far, we only consider positive clauses. To consider the clause C3, we also need to include the
background knowledge {neg_cloudy + —cloudy}.

Note that by the determination/2 predicate a language bias essentially provides the depen-
dence graph, i.e. the corresponding cause-effect relationships, of the searched program as prior
knowledge to the structure learning algorithm.

2.3 Formalizing Causality, Knowledge, and Counterfactuals

Here, we study mathematical formalizations of the concepts of causality and Aristotelian knowl-
edge, which we introduce in Section Pearl’s theory (41)) expresses causal relationships in terms
of deterministic functional equations, and Aristotelian knowledge then emerges from solving these
equations. In contrast, Bochman (I0) aims for a logical theory that captures causal reasoning
and Aristotelian knowledge. Specifically, he follows Decartes and expresses causal reasoning in
rules (32), which aligns his theory with Pearl’s causal models and abductive logic programming
under the supported model semantics. Furthermore, CP-logic (60) is a causal semantics for logic
programs with annotated disjunctions, producing another probabilistic version of Aristotelian
knowledge.

2.3.1 Pearl’s Functional Causal Models

Pearl (41l) suggests modeling causal relationships with deterministic functions. Let us illustrate
this idea with the following example.

Example 2.3.1. We consider a closed gas container with fixed volume V. Further, we denote
by T the temperature and be P the pressure in the container. Moreover, assume that the gas
container can be heated to a temperature H. According to the special gas law, this scenario can
be described by the equations

T
T:=H P:=k = 2.9
V7 ( )

where k is a rigid constant, such as k := 0.25.

Given a concrete volume, for example, V' := v := 10, and a concrete temperature, for example,
H := h := 20, we can explicitly determine the pressure P := 2 -k = 0.5. However, in this case
we do not only know about the pressure of P = 0.5, we also have an explanation in terms of
temperature h = 20 and volume v = 10, i.e. we gain Aristotelian knowledge.

The idea of representing causal relationships with deterministic functions is now formally rep-
resented by Pearl’s structural causal models (4T]). Since they are the main object in Pearl’s theory
of causality (41)), we recall their definition.

Definition 2.3.1 (Structural Causal Model (41, §7.1.1)). A structural causal model
M = (U,V,R, Error, Pa, F),

is a tuple, where



2.3 Formalizing Causality, Knowledge, and Counterfactuals 49

U is a finite set of external variables representing the part of the world outside the model
V is a finite set of internal variables determined by the causal relationships in the model
R is a function assigning to each variable X € UUV a set R(X) of possible values

Error is a function assigning to each internal variable V' € V its error terms Error(V) C U,
i.e. the set of external variables V' directly depends on

Pa is a function assigning to each internal variable V' € V its parents Pa(V) C V, i.e. the
set of internal variables V' directly depends on

F is a function assigning to every internal variable V' € V a map

FV):=Fv: [] RX)x ][] R@) ->RY),

XePa(V) Ue€Error(V)

which itself assigns to each value assignments pa(V') and error(V') of the parents Pa(V') and
the error terms Error(V'), respectively, a possible value Fy (pa(V),error(V)) € R(V).

Here, for a subset of variables X C U U V, a value assignment is a function x that chooses a
possible value x(X) € R(X) for each variable X € X. In this context, a situation is a value
assignment u for the external variables U. Finally, we identify M with the system of equations

M :={V = Fy(Pa(V),Error(V))}vev.

A solution s of M then is a value assignment on the variables U UV such that each equation
in M is satisfied.

Remark 2.3.1. One can consider the solutions of a structural causal model as Pearl’s proposal
for the formalization of Aristotelian knowledge.

Example 2.3.2. In Example we define the set of external variables as U:={V, H},
the set of internal variables as V := {T, P} and specify the possible values R(X) := R for
all variables X € VUU. Furthermore, we set Pa(T) := 0, Pa(P) := {T}, Error(T) := {H}
and Error(P) := {V}. Finally, we associate with the internal variables T' and P the deterministic
functions

F(T)(H):= Fp(H):= H and F(P)(T,V) :=Fp(T,V) =k - %, respectively.

Overall, M := (U, V, R, Error, Pa, F) yields a structural causal model, which is identified with the
system of equations . A situation is then given by a concrete volume, for example, V' := v := 10,
and a concrete temperature, for example, H := h := 20, which allows us to explicitly determine
the pressure P := 0.5 in Example [2.3.1]

Remark 2.3.2. Note that the parents Pa(V) and the error terms Error(V') of an internal vari-
able V € V can usually be read from the defining function Fy. Hence, in the following, we will
not explicitly specify the parent map Pa and error term map Error.

In this thesis, we focus mainly on Boolean structural causal models.

Definition 2.3.2. A Boolean structural causal model M := (U, V, Error, Pa, F) is a structural
causal model M = (U, V, R, Error, Pa, F) with R(X) := {True, False} for every X € UUV.

Example 2.3.3. Consider a road that passes through a field with a sprinkler in it. The sprinkler
is turned on, written sprinkler, whenever a weather sensor is activated, written sensor. Further,
it may rain, denoted by rain. If it rains or the sprinkler is on, the pavement of the road gets wet,
denoted by wet. Finally, a wet road is slippery, denoted by slippery.
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This mechanism can be represented by a Boolean structural causal model M with internal
variables V := {sprinkler, wet, slippery}, with external variables U := {sensor,rain} and with
the functions, given by the equations

sprinkler := sensor wet := rain V sprinkler slippery := wet.

We are interested in structural causal models because they allow us to represent the effects of
external interventions.

The Effect of External Interventions and Potential Outcomes

Consider a fixed structural causal model M := (U, V, R, Error, Pa,F). Assuming we are given a
subset of internal variables I C 'V along with a value assignment i, we aim to represent the effect
of forcing the variables in I to attain the values specified by i. For this purpose, we construct the
modified (causal) model or submodel

M; := (U, V,R, Error, Pa, F;).
This is done by replacing the map F with the map F;, which is defined by setting

i(V ifvVel
Fi(V)(pa(V),error(V)) := i), e
F(V)(pa(V),error(V)), else
for every internal variable V € V with value assignments pa(V') and error(V') for the parents Pa(V)
and the error terms Error(V), respectively. The idea here is that the modified model M; represents

a minimal change to the model M that forces the variables in I to attain the values specified
by i (41, Ch. 7).

Example 2.3.4. If we decide to switch the sprinkler on in the causal model M of Example [2.3.3]
sprinkler := sensor wet = rain V sprinkler slippery = wet,

we obtain the modified model Mprinkier := Msprinkier:=True that is given by the following equa-
tions.

sprinkler := True wet := rain V sprinkler slippery := wet

Notation 2.3.1. Let V be an internal variable of a Boolean structural causal model M. In this
case, we write My := My .—14e and Moy := Mvy.—Faise-

As in Example our actions often force a variable in a causal model to attain a new value.
Introducing the do-operator by setting

MPW = M;

for a structural causal model M and a value assignment on internal variables i, Pearl (41) em-
phasizes that submodels MW often result from doing something that forces some variables to
values according to the assignment i. To obtain well-defined results, Pearl (41]) restricts himself
to the study of functional causal models.

Definition 2.3.3 (Functional Causal Model and Potential Response). A (functional) causal
model M := (U, V, R, Error, Pa, F) is a structural causal model, in which for each value assign-

ment i to a subset of internal variables I C 'V, every situation u of M yields a unique solution s;(u)
of the modified model M;.
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In this case, we write Y;(u) for the value that an internal variable Y € V attains in the solu-
tion s;(u) of the modified model M; provided that the external variables take the values specified
by the situation u. We call Yj(u) € R(Y") the potential response of Y to the intervention of forc-
ing the variables in I to attain the values specified by i in the situation u. Finally, Y (u) € R(Y)
denotes the value that the internal variable Y € V attains in the model M if the external variables
take the values specified by the situation u.

Remark 2.3.3. A potential response y = Y;(u), is interpreted as the counterfactual statement:

“The variable Y would have attained the value y in the situation u, had we forced the variables
in I to attain the values specified by i.”

Example 2.3.5. Reconsider the causal model M in Example
sprinkler := sensor wet = rain V sprinkler slippery = wet.

Assume we know that the sensor is not triggered and that it does not rain. This means that we
are given the situation u consisting of sensor = False and rain = False. Furthermore, by inves-
tigating the modified model Mprinkier in Examplewe find that slipperysprinkier (1) = True
while slippery(u) := False. We interpret these results as the following statements:

“The road would have been slippery if we had switched on the sprinkler, even though the
sensor is not triggered and it is not raining.”

“The road is not slippery if the sensor is not triggered and if it does not rain.”

Logic Programs and Structural Causal Models

Riickschlof and Weitkdamper (49) notice that the Clark completion (25]) essentially associates each
logic program P with a causal model comp(P). This then allows them to transfer Pearl’s notion of
interventions to logic programming. In this way, they recover the notion of intervention proposed
by Vennekens et al. (60) and Riguzzi et al. (48)) in probabilistic logic programming.

Assume i is a truth value assignment on a subset of propositions I C 3. Now, the effect of
forcing the propositions in I to attain the truth values according to i is represented by the modified
program P; := Pdo(i), which results from P by erasing all clauses with heads in I and by adding
all positive literals p € i.

Example 2.3.6. Recall the program P, of Example 2:2.27]

rain < cloudy
sprinkler < —cloudy
wet < rain wet < sprinkler

slippery < wet

If we intervene in Py and manually turn the sprinkler off (or on), we obtain the following program.

rain < cloudy
(sprinkler)
wet < rain wet < sprinkler

slippery < wet
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Probabilistic Causal Models

Next, we introduce probabilities into a functional causal model M and specify a probability
distribution over the situations of M. In this way, we obtain a probabilistic version of Aristotelian
knowledge.

Definition 2.3.4. A probabilistic (Boolean) causal model M := (M) is given by a
(Boolean) functional causal model M together with a probability distribution 7 on the situa-
tions of M.

Example 2.3.7. Modify Example Consider a road that passes through a field with a sprin-
kler in it. The sprinkler is turned on, written sprinkler, by a weather sensor with probability 0.1
if it is cloudy, denoted by cloudy and with probability 0.7 if it is not cloudy. In addition, it
rains, denoted by rain, with probability 0.6 if the weather is cloudy. If it rains or the sprinkler
is on, the pavement of the road gets wet, denoted by wet, with probability 0.9. And in the case
where the pavement is wet, we observe with a probability of 0.8 that the road is slippery, denoted
by slippery.

This mechanism can be represented by a Boolean functional causal model, M, with internal
variables V := {cloudy, rain, sprinkler, wet, slippery}, and external variables U := {uy, ..., ug}.
The functions are then given by the following equations.

cloudy = uy
rain = cloudy A usg sprinkler := (cloudy A us) V (=cloudy A uyg)

wet = (rain V sprinkler) A us slippery := wet A ug

To represent the uncertainties in our story, we specify the probabilities 7(u1) = 0.5, w(uz2) = 0.6,
m(us) = 0.1, w(ug) = 0.7, w(us) = 0.9 and 7(ug) = 0.8. Furthermore, asserting that uq, ..., ug are
mutually independent Boolean random variables defines a unique distribution 7 on the situations
of M, resulting in the probabilistic Boolean causal model M := (M, ).

Here, we assume that uncertainty arises from hidden variables that we do not explicitly
model. However, the influence of these hidden variables is encapsulated in the external vari-
ables U := {uy,...,ug}. For example, the variable us summarizes the potential causes of why the
sprinkler could be on if it is cloudy. These potential causes, such as sensor failure or children
playing and manually switching on the sprinkler, are not explicitly modeled in M. Nevertheless,
the potential influence of these missing parameters is represented by the external variables U and
the distribution 7. An advantage of this representation is its similarity to ProbLog, which allows
programmers to readily execute computations in Boolean causal models.

Let M := (M, ) be a probabilistic causal model. Since this implies that M is a functional
causal model, every situation u corresponds to a unique solution s(u) of the corresponding system
of equations. Hence, by defining

Tup () = {71'(11), if w=s(u)

0, else

for every value assignment w of the variables U UV, the model M gives rise to a joint probability
distribution of the random variables in UU V.

Example 2.3.8. In Example the causal model M yields a probability distribution 7y on
the truth value assignments for the variables

U UV = {cloudy, rain, sprinkler, wet, slippery,uy, ..., ug }.
This allows us, for instance, to calculate the probability my(rain) that it rains.

mm(rain) = m(uy) - w(uz) = 0.5-0.6 = 0.3
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Finally, probabilistic causal models do not only support queries about conditional and uncon-
ditional probabilities. They also support two further causal query types: queries for the effect of
external interventions and counterfactual queries.

Predicting the Effect of External Interventions in the Probabilistic Case

Fix a probabilistic causal model M := (M, 7) with external variables U and internal variables V.
Assume we are given a subset of internal variables I C 'V together with a value assignment i.
To calculate the effect of forcing the variables in I to attain the values specified by i, we build
the modified model or submodel M := (M;j, 7). From the modified model M we can then
calculate the desired post-interventional probabilities. According to Pearl (4], §1.4.3), we denote
the resulting probability distribution by my(_|do(I := i)) := my(_|do(i)). Here, again Pearl’s
do-operator do(-) indicates that we actively intervene to change our model.

Example 2.3.9. We recall Example and ask for the post-interventional probability that the
road is slippery after turning off the sprinkler. In this case, we query the modified model M- sprinkier
for slippery to obtain the probability

mv(slippery| do(—sprinkler)) = w(uy) - w(ug) - w(us) - w(ug) = 0.216

for the road to be slippery after switching the sprinkler off.
Finally, we highlight that this result differs from the probability

7T(’LL1) . 7T('LL2) . 7T(_\U3) . 7T(U5) . 7T(7.L6)

T(uy) - w(—uz) + w(—uy) - w(—ug) =0.432

mv (slippery|—sprinkler) =

that it is slippery if we observe the sprinkler to be off. In particular, observing the sprinkler being
off enhances the probability that it is cloudy, making rain more probable, while manually turning
the sprinkler off does not allow such a conclusion. Therefore, in general, intervening in a model
yields outcomes that differ from deriving conclusions solely from observations.

Further, probabilistic causal models allow us to generalize potential responses to treat coun-
terfactuals involving internal variables.

Counterfactual Reasoning or Reasoning with both Observations and Interventions

We do not only want to either observe or intervene in a probabilistic causal model M := (M, 7).
We also would like to reason on what would have happened if we had intervened before observing
some evidence. Hence, let E,I C V be two subsets of the internal variables V. Furthermore, let q
be an event in the probability space generated by the probabilistic causal model M. Now suppose
we observe evidence that the variables in E attain values according to the assignment e and we
ask ourselves what is the probability my (q|e,do(i)) that q would be true if we had forced the
variables in I to attain values according to the assignment i. Note that i and e may contradict
each other. According to Pearl (4] §1.4.4), we answer such a counterfactual query in three
steps:

1.) In the abduction step, we adjust the distribution on the situations u by replacing () with

the conditional distribution 7(_|e) yielding the model (M, n(_|e)).

2.) In the action step, we intervene in the resulting model according to the assignment i yielding
the modified model (M;, 7(_|e)).

3.) In the prediction step, we finally compute the desired probability my (qle, do(i)) by query-
ing the model (M;, 7(_|e)) in step 2.) for the probability of q.

In the first step, we restrict ourselves to the possible worlds in which we can observe our
evidence. Further, by employing the potential outcome framework, we build hypothetical scenarios
from our intervention to finally compute the desired probability.
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We call the probability 7(qle,do(i)) a counterfactual probability, as it denotes our degree
of belief in a counterfactual query. We use the notation 7(q|e,do(i)) of Papantonis and Belle (40)
to highlight that counterfactual probabilities are computed using both conditional probabilities
and Pearl’s interventions.

Example 2.3.10. Revisiting Example[2.3.7] let us assume that we observe both rain and slippery
road. We are interested in determining the probability

w (slippery|slippery, rain, do(—rain)) ,

which quantifies the likelihood of the road being slippery under the counterfactual scenario where
it had not rained.

To answer this query, in the abduction step, we first update the distributions on the sit-
uations according to the evidence e := {rain = True, slippery = True}. In particular, we
obtain mw(uile) =1, w(ug|e) =1, w(usle) = 0.1, w(uyg|e) = 0.7, w(us|e) = 1 and 7(ugle) = 1. Fur-
ther, in the action step, we intervene in the resulting causal model according to rain := False
and get the modified model

cloudy = uy
rain := False sprinkler := (cloudy A us) V (=cloudy A uyg)
wet = (rain V sprinkler) A us slippery := wet A ug.

Finally, in the prediction step, we compute the desired probability from this modified causal model.
By solving the equations we obtain slippery = us, which yields the result

w (slippery|slippery, rain, do(—rain)) = 0.1.

To execute the abduction step, it is necessary to calculate and store the conditional distribu-
tion 7(_|e) on the situations. To avoid storing and computing the distribution 7(_|e), we adopt
the twin network method proposed by Balke and Pearl (). Initially, we create two copies, V"
and V¢, of the internal variables V. One represents the real world where evidence is observed,
and the other represents Lewis’ alternative worlds (37). In addition, we set U" := U® := U
for the external variables U. This enables us to establish canonical mappings _*/" for subsets of
variables X C U UV and their value assignments, respectively.

Next, we construct a new causal model M7 with internal variables V U V", external vari-
ables U, parents Pa(_)%/", and error terms Error(_)%/" by defining for every internal variable V € V:

V= fy(pa(V)? error(V)%) V"= fv(pa(V)", error(V)")

This leads to the twin model M” := (M7, 7). Following Pearl (41)), to construct Lewis’ alter-
native worlds (37) we intervene and force the variables in I* to attain the values specified by i?,
yielding the modified twin model M, := (M%L 7). One then expects that

ma(ale, do(i)) = mur (q°le):

Remark 2.3.4. Balke and Pearl (f]) informally argue for the correctness of the above equation,
a formal proof can be found in the appendix of Kiesel et al. (34)).

Example 2.3.11. If we again calculate the probability my (slippery|slippery, rain, do(—rain)) in
Example using the twin network method, we build the modified twin model MZ__. . below.
cloudy”™ := uy cloudy® := uy

rain” := cloudy” A us rain® := False

sprinkler” := (cloudy”™ A usz) V (—cloudy” Auy)  sprinkler® := (cloudy® A us) V (—cloudy® A uy)
wet” := (rain” V sprinkler”) A us wet® := (rain® V sprinkler®) A us

slippery” = wet” A ug slippery® := wet® A ug (2.10)
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As desired, we then obtain

mv (slippery|slippery, rain, do(—rain)) = myr

—rain

. (splippery®|splippery”, rain”) = 0.1.

2.3.2 Causal Queries for Logic Programs with Annotated Disjunctions

In Section we embed logic programs with annotated disjunctions (62)) into our formalism
tailored to causal reasoning. This then allows us to transfer our causal reasoning to logic programs
with annotated disjunctions.

Vennekens et al. (60) independently introduce CP-logic as a causal semantics for logic programs
with annotated disjunctions. The target object of this semantics is represented by processes, which
are a generalization of Shafer’s event trees (56, Ch. 2). In this thesis, our objective is to align
our causal reasoning with their results. Therefore, we do not delve into the specific construction
of this semantics. Instead, we focus on its realization concerning the causal query types, that is,
predicting the effect of external intervention and counterfactual queries, as outlined by Vennekens
et al. (6I) and Riguzzi et al. (48).

Let P be an LPAD in a propositional alphabet 93, and let i be a truth value assignment on
a subset of propositions I C B. In order to represent the intervention of forcing the propositions
in I to attain the truth values specified by the assignment i, Vennekens et al. (61)) and Riguzzi et
al. (48) build the modified program P; := P4°®. The program P; results from P by erasing all
head atoms h; € I from the clauses C' € P and adding a fact p : 1 < for every positive literal p € i.
Finally, for a formula ¢ the probability

mp, (¢) := mp (9| do(i))
is interpreted as the probability of ¢ to hold after intervening according to i.

Example 2.3.12. If we switch off the sprinkler in the LPAD of Example[2.2.41

cloudy : 0.5

rain : 0.6; sprinkler : 0.1 < cloudy
sprinkler : 0.8 < —cloudy

wet : 0.7 < rain

wet : 0.3 < sprinkler

slippery : 0.9 < wet,

we obtain the following modified program.

cloudy : 0.5

rain : 0.6 < cloudy

+ —cloudy (No selection chooses this clause)
wet : 0.7 < rain

wet : 0.3 < sprinkler

slippery : 0.9 + wet

In this case, we find that the road is slippery with a probability of
7 (slippery| do(—sprinkler)) = 0.5-0.6 - 0.7 - 0.9 = 0.189.

Next, assume that we additionally observe the evidence that the propositions E C P attain
truth values according to the assignment e. We are interested in the counterfactual probabil-
ity m(¢le,do(i)) that a formula ¢ would hold if we had intervened according to i before observing
the evidence e. To answer this counterfactual query, Vennekens et al. (6I) use the following
procedure.
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Procedure 2.3.1 (Treatment of Counterfactuals in CP-logic). Suppose that the logic program P
has a unique stable model w(o) for every selection o of P. We intervene in the logic program P?
according to i and obtain the logic program P{. Assuming that the program P{ has a unique
stable model w;(co) for every selection o, we define

- )1, w(o) Feandw(o) ¢
m(9) = {0, else :

Finally, we express

(2.11)

mp(dle,do(i)) = > 7(¢)-

o selection of P

Example 2.3.13. Recall the LPAD P in Example

cloudy : 0.5

rain : 0.6; sprinkler : 0.1 < cloudy
sprinkler : 0.8 < —cloudy

wet : 0.7 < rain

wet : 0.3 < sprinkler

slippery : 0.9 < wet
and consider the probability
w(slippery|sprinkler, cloudy, do(—sprinkler)),

which represents the likelihood of the road being slippery if we had switched the sprinkler off
before observing that the sprinkler is indeed on while it is cloudy. In this case, we examine the
selections o that choose the following clauses for P°.

cloudy
sprinkler < cloudy
wet < sprinkler

slippery < wet

Specifically, we find that it is not raining, since we never select the clause rain < cloudy. There-
fore, manually turning off the sprinkler certainly results in a dry road that is not slippery. Con-
sequently, we find

w(slippery|sprinkler, cloudy, do(—sprinkler)) = 0.

2.3.3 Bochman’s Logical Theory of Causality

Bochman’s logical theory of causality (10) sets the formal frame of the theory presented in this
thesis. In this section, we provide an overview of this logical framework designed for the study of
causality and Aristotelian knowledge.

A Motivation of Bochman’s Framework

Bochman (I0]) proposes a formalization of causal reasoning and Aristotelian knowledge as intro-
duced in Chapter [2.1] He considers an agent who employs causal reasoning to make sense of
factual knowledge about the world, that is, knowledge about what is. Such factual knowledge
can, for instance, be observed or logically derived from other factual knowledge. Causal reasoning
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then becomes a binary relation that explains factual knowledge through other factual knowledge.
The resulting causal explanations are then either infinite regressions or they begin with factual
knowledge that is judged to be self-explained. Finally, Aristotelian knowledge is the subset of
factual knowledge that can be explained by causal reasoning.

Example 2.3.14. We may observe that a lightning strike hits a house and that this house burns
down, that is, we have factual knowledge about the lightning strike hitting the house and the
house burning down. If we decide further that the information on the lightning strike does not
need further explanation, i.e. we accept it as self-explained a priori knowledge, we can use the
lightning strike to explain the observation of the house burning down. This leads us to the
following conclusion: “Lightning strikes cause houses to burn down.”

Everyday causal reasoning also behaves well with logical inference in the causes of events.

Example 2.3.15. If we accept the statement “Smoking or genetic predispositions may cause
cancer”, we typically also accept the statement “Smoking may cause cancer” because “Smoking
or genetic predispositions” is a consequence of “Smoking”.

Furthermore, causal reasoning behaves well with logical inference in the effect of events.

Example 2.3.16. In the scenario of Example[2:3.14] it is reasonable to assume the self-explained
factual knowledge that a house burning down usually includes the knowledge about a fire in the
bedroom of this house. As a fire in the bedroom is a logical consequence of the house burning down
in Example we would deduce the statement “Lightning strikes cause fire in bedrooms”.

Bochman (I0) now formalizes observations and factual knowledge with propositional formulas
in an alphabet ‘3.

Example 2.3.17. To describe Examples [2.3.14] and 2.3.16] we consider the alphabet

P := {lightning, arson, fire, fire_bedroom}.

Here, lightning denotes the event that a lightning strike hits a house, arson denotes the event
that arson takes place, fire denotes the event of a house burning down and fire_bedroom denotes
the event of fire in the bedroom of this house.

We may, for example, assume the factual background knowledge fire — lightingV arson. This
means we have the factual knowledge that a house burning down usually includes knowledge about
a lightning strike hitting the house or arson. If we now observe that a house is burning down, that
is, if we observe fire, we conclude that a lightning hit the house or that arson took place, that
is, arson V fire. However, we would not accept fire as an explanation for these events; that is,
we have factual knowledge about arson or lightning strike but not Aristotelian knowledge.

Next, Bochman ([I0) formalizes causal reasoning as a binary relation (=)/2 on factual knowl-
edge, that is, on propositional formulas.

Example 2.3.18. In Example causal reasoning is given by a binary relation (=)/2 on
the formulas in the alphabet P := {lightning, arson, fire, fire_bedroom}. Specifically, for two
propositional formulas ¢ and 1 we find ¢ = 1) whenever we would accept ¢ being true as a causal
explanation for 1 being true, that is, if we would accept ¢ as a cause of ¢. Hence, among other
relationships we may find:

arson = fire arson causes houses to burn down)

arson causes houses burning down and fire in bedrooms)

arson = fire_bedroom (arson causes fire in bedrooms)
arson = fire A fire_bedroom  (

lightning V arson = fire lightnings or arson cause houses burning down)

lightning = lightning (lightnings are self-explained)
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lightning V arson = fire A\ fire_bedroom

(lightnings or arson cause houses burning down and fire in bedrooms)

(fire — fire_bedroom) = (fire — fire_bedroom)

(concluding from a house burning down to a fire in the bedroom of this house is self-explained)

We highlight that causal reasoning does not lead to a new logical connective; that is, nested
expressions like arson = fire = fire_bedroom have no meaning.

Examples [2.3.15| and [2.3.16| illustrate that causal reasoning (=-)/2 satisfies the following law.

Law 5. Causal reasoning (=)/2 respects logical inference in causes and effects.
Law |5 yields that causal reasoning (=)/2 is represented by production inference relations.

Definition 2.3.5 (Production Inference Relation). A production inference relation is a binary
relation (=)/2 on the set of formulas in the alphabet 9 that satisfies the following assertions for
all propositional formulas ¢, ¢ and p.

i) If we have ¢ =1 and ¢ = p, then ¢ = p follows. (Strengthening)
ii) If we have ¢ = ¢ and ¢ |= p, then ¢ = p follows. (Weakening)
iii) If we have ¢ = ¥ and ¢ = p, then ¢ = 1 A p follows. (And)
iv) We have T = T and L = L. (Truth and Falsity)

Note that the propositional formulas ¢, ¥ and p do not mention the binary relation (=)/2.

If we find ¢ = v for two formulas ¢ and 1, we say that ¢ causes ¥ or that ¢ is a cause
of ¢ or that 1 is an effect of ¢. Given a production inference relation (=)/2, we write ® = 9
for a set of propositional formulas ® and a formula 1) if there exists a finite subset ® C & such

that (/\ bED! ¢) = 1. Furthermore, we define the consequence operator C by assigning to a

set of propositional formulas ® the set of propositional formulas
C(®) := {v propositional formula: & = 1)}.
Again, ® and C(®) are sets of propositional formulas that do not mention the relation (=)/2.

The causal operator C(®) represents the Aristotelian knowledge obtained from causal reason-
ing (=)/2 and factual knowledge about the propositional formulas ¢ € ®; in other words, C(®)
represents the propositional formulas that are causally explainable with ®.

Example 2.3.19. Recall the alphabet 3 := {lightning, arson, fire, fire_bedroom} of Exam-
ple Assume we observe a lightning strike hitting the house that burns down, that is, we
observe the event ® := {lightning, fire}. Suppose that the lightning strike is self-explained and
causally explains why the house is burning down, that is

lightning = lightning and lightning = fire.

Furthermore, suppose that the event of the house burning down causally explains a fire in the
bedroom of this house, i.e.,
fire = fire_bedroom.

Finally, suppose that our causal reasoning cannot decide whether arson took place.
We conclude that

lightning, fire, fire_bedroom € C(®) and arson & C(®), —arson & C(P).

In summary, from Definition ii) and iii), we conclude that C(®) is given by the deductive
closure of the set of literals {lightning, fire, fire_bedroom}, that is,

C(®) = {lightning, fire, fire_bedroom}.




2.3 Formalizing Causality, Knowledge, and Counterfactuals 59

In the current setting, Bochman (I0]) further restricts himself to explaining only factual knowl-
edge, that is, causal reasoning only explains events that actually occur.

Law 6. When provided with factual knowledge represented by a deductively closed set of proposi-
tional formulas ®, the Aristotelian knowledge explained by our causal reasoning (=)/2 constitutes
a subset of this factual knowledge, i.e. C(®) C ®.

This principle leads to the following property of production inference relations.

Definition 2.3.6 (Regular Production Inference Relation). A regular production inference re-
lation (=)/2 is a production inference relation that satisfies the following property:

Whenever ¢ = ¢ and (¢ A 1)) = p holds, we find that ¢ = p also holds. (Cut)

Remark 2.3.5. Regularity also means that we can substitute other demonstrations in our current
demonstration.

As mentioned earlier, regularity formalizes that we only explain factual knowledge.

Theorem 2.3.1 (Bochman (9, Theorem 8.9)). If and only if a production inference relation is
reqular, we find C(®) C ® for every deductively closed set of formulas ®. In other words, the
production inference relation (=)/2 satisfies Law[6 O

Furthermore, the causal reasoning (=-)/2 adheres to the common laws introduced in Chap-
ter Firstly, the causal reasoning (=-)/2 satisfies Aquinas’ natural necessity, as stated in Law

Example 2.3.20. In Example this means, for example, that a house will catch fire when-
ever it is struck by lightning.

Now, suppose that we have ¢ = p and ¥ = p for the propositional formulas ¢, ¥, and p.
Additionally, let us assume that we possess the factual knowledge ¢ V ¥. Hence, we now know
that either ¢ or ¢ is valid, and in both cases, we can explain p using Aquinas’ natural necessity
as stated in Law [Il

Example 2.3.21. Assuming that both lightning and arson cause a house to burn down, that is,
in the language of Example [2.3.17] we obtain the statements:

lightning = fire arson = fire

If we now observe a fire in a house and know that either arson took place or a lightning struck
the house, by natural necessity in Law [I] we would like to use the disjunction lightning \V arson
to explain fire, i.e. we would like to infer

lightning V arson = fire.

We conclude that causal reasoning should be a basic production inference relation.

Definition 2.3.7 (Basic Production Inference Relation). A basic production inference rela-
tion (=)/2 is one that satisfies the following property.

Whenever ¢ = p and 1) = p we find that (¢ V ¢) = p is valid. (Or)
Now, we have characterized the binary relations on propositional formulas that constitute

causal reasoning in the sense of Bochman (I0]), that is, we are able to define causal production
inference relations.

Definition 2.3.8 (Causal Production Inference Relation). A causal production inference relation
is one that is both regular and basic.
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Aristotelian Knowledge — The Semantics of Causal Production Inference Relations

Next, we endow (causal) production inference relations with a non-monotonic semantics that
represents the possible states of Aristotelian knowledge. In doing so, we rely on Leibniz’s principle
of sufficient causation, as stated in Law

Example 2.3.22. In Example|2.3.14] this means, for example, that a fire does not happen without
a reason. Therefore, if we observe a fire, it is caused by either a lightning strike or arson.

Now, Theorem [2.3.1] and Leibniz’s principle of sufficient causation in Law 2] immediately yield
the following semantics for (causal) production inference relations.

Definition 2.3.9 (Exact Theories). An exact theory of a (causal) production inference rela-
tion (=)/2 is a deductively closed set of propositional formulas ® such that C(®) = .

Exact theories represent the potential states of Aristotelian knowledge corresponding to the
causal reasoning (=)/2. Further, we assume causal reasoning to be complete, i.e., that it explains
the truth or falsity of every possible observation.

Law 7 (Completeness). Recall from Deﬁnition that a world is a consistent, deductively closed
set of propositional formulas w that is mazimal with respect to inclusion. Fvery world w is either
an exact theory or falsified, i.e. w = L.

In this case, we shall restrict our interest to exact theories that represent complete descriptions
of the state of affairs.

Definition 2.3.10 (Causal Worlds Semantics). A causal world of a (causal) production inference
relation (=)/2 is a world w that is an exact theory. We call the set of all causal worlds Causal(=)
the causal worlds semantics of (=)/2.

Example 2.3.23. In the Examples[2.3.14]and[2.3.16] the causal worlds correspond to the following
sets of literals.

{=lightning, —arson, —fire, ~fire_bedroom}  {lightning, —arson, fire, fire_bedroom}

{=lightning, arson, fire, fire_bedroom} {lightning, arson, fire, fire_bedroom}

Representing Causal Knowledge through Rules

So far, as illustrated in Example [2.3.18] we represent causal reasoning by stating the whole binary
relation of cause and effect. Next, Bochman (10) follows Descartes and expresses causal reasoning
through a set of causal rules (82, Ch. 1).

Definition 2.3.11 (Causal Rules and Causal Theories). A causal rule R is an expression of the
form

o=

for two propositional formulas ¢ and v, where we call ¢ the cause and 1) the effect of R. In
addition, a causal theory A is a set of causal rules. We denote by (=>a)/2 the smallest causal
production inference relation extending A and by Ca the corresponding consequence operator.
Observe that (=>a)/2 consists of all causal rules following from A with the rules (Strengthening),
(Weakening), (And), (Truth and Falsity), (Cut) and (Or) in Definitions 2.3.5] [2.3.6, and [2.3.7]
i.e., all rules that apply for the implication in propositional calculus except reflexivity ¢ — ¢. A
causal world of A is a causal world of the production inference relation (=)/2. Finally, we
write Causal(A) := Causal(=-a) for the causal worlds semantics of A.

Remark 2.3.6. For any set of propositional formulas ®, the set Ca(®) consists of all formulas 1)
such that ® = 1 can be derived from A using the rules of (Strengthening), (Weakening), (And),
(Truth and Falsity), (Cut), and (Or).
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Example 2.3.24. In the formalism of Example we consider the following causal theory A.

arson = arson —arson = —arson

lightning = lightning —lightning = —lightning

(fire — fire_bedroom) = (fire — fire_bedroom) = fire_bedroom = = fire_bedroom
lightning = fire —fire = —fire

arson = fire

In this case, the theory A has the causal worlds of Example [2.3.23

Example 2.3.25. Consider the following causal theory A.

(lightning V arson) = (lightning V arson)
(fire — fire_bedroom) = (fire — fire_bedroom)
lightning = fire = fire = —fire

arson = fire

Note that A does not make a statement about the proposition arson. Hence, the event arson
cannot be explained by A and therefore arson should be false in any causal world of A. As the
same argument holds also for —arson, we conclude that there is no causal world of A. We conclude
further that the causal world semantics is only suitable if we have enough causal knowledge to pin
down whole worlds exactly.

As any world is the deductive closure of its literals and as disjunctions in causes of a rule can
be split up into different causal rules due to (Or) in Definition we may restrict ourselves to
the study of determinate causal theories.

Definition 2.3.12 (Literal, Atomic and Determinate Causal Theory). A literal causal rule is a
causal rule of the form by A ... A b, = [ for literals by, ..., b,, . If, in addition, [ € 3 is an atom, we
call the rule atomic. Furthermore, a default is a rule of the form ¢ = ¢ for a formula ¢ and a
constraint is a causal rule by A ... A b, = L for literals by, ..., b,.

Now, a causal theory A is called literal or atomic if it only mentions literal or atomic causal
rules. An (atomic) determinate causal theory A U C is the union of an (atomic) literal causal
theory A and a set of constraints C. Lastly, a literal [ is a default of a determinate causal
theory Aif I =1 € A.

Remark 2.3.7. Bochman (10) refers to atomic causal rules and theories by positive literal causal
rules and theories, respectively. He further uses the term positive determinate causal theory for
an atomic determinate causal theory in our sense.

We obtain the following characterization for the causal worlds of a determinate causal the-
ory (10} §4.5.2).

Definition 2.3.13 (Completion of a Determinate Causal Theory). The completion comp(A) of
a determinate causal theory A is the set of all propositional formulas

1< \/ ¢

p=>leA
where [ is a literal or L.

Theorem 2.3.2 (Bochman (9, Theorem 8.115)). The causal world semantics Causal(A) of a
determinate causal theory A coincides with the set of all models of its completion, i.e.

Causal(A) := {w world: w = comp(A)}. O
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Further, we obtain the following characterization for causal reasoning that corresponds to
literal causal theories.

Theorem 2.3.3 (Bochman (L0, Theorem 4.23)). If A is a literal causal theory, for any literal
and any set of literals €, we find € =  if and only if € = [ is derivable from A using the following
inference rules for sets of lierals €, € and literals I, I':

If e =1, then e U€ = 1. (Literal Monotonicity)
Ifé =1l and eU{l} =1, then e U€e = 1'. (Literal Cut)

{p,—p} = U for all positive literals p and lierals ' (Literals Contradiction) O

Next, assume that the production inference relation (=-)/2 satisfies Law and states complete
causal knowledge that determines a set of causal worlds. Let w be a world such that w % p for a
proposition p € B. In this case, we find either that w is a causal world, that is, w = —p, or that w
is not a causal world, that is, w = L. All in all, we find that the causal world semantics of (=)/2
can be given through the negative completion of an atomic determinate causal theory.

Definition 2.3.14 (Negative Completion and Default Negation). The negative completion A™¢
of the atomic determinate causal theory A is given by

A= AU{-p=-p: peP}

We say that a causal theory has default negation if it is the negative completion of all its atomic
causal rules and constraints.

To a causal theory A with default negation, we associate the causal diagram graph(A), which
is the directed graph on the propositions P that is given by drawing an arrow p — ¢ if and only
if there is a non-default rule ¢ = g € A with ¢ mentioning p or —p. Finally, we say that A is an
acyclic causal theory if it is a causal theory with default negation whose causal diagram graph(A)
is a directed graph without cycles.

Remark 2.3.8. Bochman (10) interprets default rules like ¢ = ¢ as stating that ¢ is self-
explained, i.e., factual knowledge about ¢ is automatically explained and therefore Aristotelian
knowledge. Intuitively, default rules state the knowledge a demonstration must start with.

As default rules play a special role in Bochman’s theory (I0), only non-default rules induce
edges p — ¢ in the causal diagram graph(A). In particular, defaults such as p = p or —=p = —p
do not induce loops in graph(A).

If we decide to restrict ourselves to causal theories with default negation, we consider negations
as self-evident prior knowledge. This captures the modeling assumption that our parameters come
with a default state, which can, without loss of generality, be set to false.

Example 2.3.26. For instance, a schedule states the departure of trains or flights, and not when
nothing is departing, i.e., the default is that no trains or airplanes depart. Analogously, humans
are born as nonsmokers, and the event of them starting to smoke requires an explanation, or
houses usually do not burn, i.e., only a fire requires an explanation.

In modeling such scenarios, we initially employ atomic causal rules to identify the direct causes
of each proposition p. For example, we might assert arson = fire and lightning = fire to
indicate that arson or lightning can cause house fires. If these atomic causal rules do not explain
the proposition p, we interpret this as an explanation for the falsity of p, i.e., =p. In Bochman’s
framework (10), this principle is captured by forming the negative completion, which additionally
states a default —p = —p for all propositions p. Specifically, the default —fire = —fire implies
that houses do not burn unless there is an explanation for a house fire.

In a certain sense, default negation also models the dynamic nature of causality, where we
explain how values deviate from their defaults. In summary, causal theories with default negation
implement the following assumption.
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Law 8 (Default Negation). Every proposition p € B is false by default, which means that it is
considered false if it cannot be explained by causal reasoning. Hence, only positive literals in a
causal world require an explanation.

Further, we recall the relation between atomic causal theories and Pearl’s causal models (41))

in Section 2.3.11

Definition 2.3.15 (Bochman Translation for Causal Models). Let M := (U, V, R, Error, Pa, F)
be a Boolean causal model. The Bochman translation of M is given by the causal theory

AM) :=({F)=v:veViUu{u=u: ue U}
in the alphabet B :=U U V.

Example 2.3.27. For the causal model M in Example that is given by the external vari-
ables U := {sensor,rain} and the equations

sprinkler := sensor wet := rain V sprinkler slippery := wet,

we obtain the Bochman translation A(M)

sensor = sensor —sensor = —sensor

rain = rain -rain = rain

sensor = sprinkler —sprinkler = —sprinkler
rain V sprinkler = wet —wet = —wet

wet = slippery —slippery = —slippery.

According to Theorem determinate causal theories generalize the functional causal mod-
els of Pearl (41).

Corollary 2.3.4. The Bochman translation yields a bijection that assigns to every Boolean causal
model M a causal theory A(M) that is equivalent to a causal theory with default negation. The the-
ory A(M) has the same causal diagram, i.e. graph(M) = graph(A(M)). Furthermore, for every
situation u of M the solutions extending u are exactly the causal worlds w of A(M) with v C w. O

As a consequence of Corollary we can transfer Pearl’s notion of an intervention (41l to
causal theories with default negation, i.e. we see that causal reasoning and Aristotelian knowledge
are sufficient to represent external interventions.

Definition 2.3.16 (Intervention in Causal Theories). Assume that we are given a causal theory
with default negation A and a truth value assignment i on a subset of propositions I C B3 such
that p=p & A for all p € 1.

We define the modified causal theory A; by first erasing the atomic causal rules ¢ = p
explaining propositions p € I and replace them with trivial explanations of the form T = p
whenever p € i, i.e., p' = True.

Remark 2.3.9. Bochman (10) initially defines an intervention simply by erasing all rules ¢ = (—)p
for a proposition p € B with (—)p € i and adding the rules T = [ for all literals [ € i. In our
definition, we take into account that we do not consider interventions on external variables in
causal models. Furthermore, to ensure that our notion of intervention is well-behaved with the
Bochman translations in Definitions [2.3.15] and [2.3.17] we only add the trivial explanation T = [
if [ cannot be explained by a default rule in A.

As desired, the notion of intervention in Definition [2.3.16| is consistent with the Bochman
translation in Definition 2.3.15
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Proposition 2.3.5. Let M := (U, V, R,Error,Pa, F) be a Boolean causal model and let i be a
truth value assignment on a subset of internal propositions I C V. We find that

AM)\{L=p:peP}=AM):
In particular, A(M;) and A(M); give rise to the same causal worlds.

Proof. First, we observe that the causal theories A(M;) and A(M); have the same defaults.
Let R € A(M;) be a non-default causal rule. We distinguish the following three cases:

i) The rule R is of the form ¢ = v for an internal variable v ¢ I. In this case, we conclude
that R is of the form F(v) = v.

ii) The rule R is of the form ¢ = v for an internal variable v € I with v! := True. In this
case, R is of the form T = v.

iii) The rule R is of the form ¢ = v for an internal variable v € I with v! := False. In this
case, R is of the form 1L = wv.

Let R € A(M); be a non-default causal rule. We distinguish the same three cases:

i) The rule R is of the form ¢ = v for an internal variable v ¢ I. In this case, we conclude
that R is of the form F(v) = v.

ii) The rule R is of the form ¢ = v for an internal variable v € I with v! := True. In this
case, R is of the form T = v.

ii) If v € V with v' = False, by construction of A(M); there is no causal rule of the form ¢ = v
in A(M)l

Hence, the desired result follows. O

Example 2.3.28. If we manually turn the sprinkler off (or on) in Example we obtain the
causal theory A(M) sprinkier (A(M)sprinkier) below.

sensor = sensor —sensor = sensor

rain = rain —rain = —rain

(T = sprinkler) —sprinkler = —sprinkler
rain V sprinkler = wet —~wet = —wet

wet = slippery —slippery = —slippery

Further, we observe A(Mprinkier) = A(M)sprinkier and

A(Mﬁsprinkler) \ {J— = Sp”nkler} = A(M)ﬁsprinkler-

Finally, we also recall the relation between causal theories with default negation and abductive
logic programs.

Definition 2.3.17 (Bochman Translation for Abductive Logic Programs). To an abductive logic
program P := (P, 2 IC) we associate the Bochman translation

A(P) := ({body(C) = head(C) : C e PUIC}U{u=u: ueA})".
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Example 2.3.29. For the program P := (P,2IC) of Example [2.2.38| consisting of the logic
program P

rain < cloudy
sprinkler < —cloudy
wet < rain wet < sprinkler

slippery — wet,

the abducibles 2 := {cloudy} and the integrity constraint IC := {1 + —rain} we obtain the
following Bochman translation A(P).

cloudy = cloudy —cloudy = —cloudy
cloudy = rain —rain = -rain

=cloudy = sprinkler asprinkler = —sprinkler
rain = wet sprinkler = wet —wet = —wet

wet = slippery —slippery = —slippery
—rain = 1

According to Theorem [2.3.2] causal theories with default negation also generalize abductive
logic programming under the supported model semantics.

Corollary 2.3.6. The Bochman translation of abductive logic programs is a bijection that asso-
ciates to every abductive logic program a causal theory with default negation. The causal diagram
of the Bochman translation A(P) coincides with the dependence graph of the underlying logic pro-
gram, and the causal worlds of the Bochman translation A(P) are given by the supported models
of P. O

Remark 2.3.10. We further observe that the notion of intervention in a logic program of Sec-
tion [2.3.1] corresponds to the notion of intervention in a causal theory via the Bochman translation.

To conclude, causal production inference relations formalize causal reasoning as given by the
Laws[1} 2L 5] -[8 If we further follow Descartes and represent our causal reasoning through rules, we
obtain Bochman’s causal theories, which align with Pearl’s Boolean causal models and abductive
logic programming under the supported model semantics.

In Section we begin by observing that Bochman’s logical theory of causality (10) yields
counterintuitive results once cyclic causal relationships are at play. This behavior is explained by
him allowing for cyclic and infinite causal explanations. To circumvent these cyclic and infinite
explanations, we extend Bochman’s causal theories (I0)) by explicitly stating the prior knowledge
an explanation can start with. This leads us to abductive causal theories, which happen to be
equivalent to abductive logic programs under the stable model semantics (27)).

Further, in Section we combine abductive causal theories with LogLinear models (46))
and obtain a formalism tailored to causal reasoning under uncertainty. Lastly, in Section we
embed widespread frameworks of statistical relational artificial intelligence into this formalism.
Transferring our causal reasoning to these frameworks, we finally aim to unify causal reasoning
across the realm of statistical relational artificial intelligence.
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2. Preliminaries




Chapter 3

Boolean Causal Reasoning under
Uncertainty

Statement of Contribution

This chapter builds on an article submitted for publication (52), Kilian Riickschlofi contributed
the main idea, definitions, and proofs of all results except Lemma and while Felix
Weitkédmper contributed the condition for consistent counterfactual reasoning in Law [10| and the

proofs of Lemma, and

This chapter improves on that submission with:
e additional examples;
e more detailed proofs;
e a treatment of the non-ground case;

a characterization of ProbLog as a fragment within weighted abductive logic programming;

a characterization of ProbLog programs that define unique counterfactual probabilities;

an adaptation of the twin-network method presented by Kiesel et al. (34);

e a discussion of causality in LPADs as presented by Riickschlofl and Weitkdmper (50).
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In the acyclic case, the Corollaries and show that Bochman’s causal the-
ories, Pearl’s functional causal models, and abductive logic programs are essentially equivalent
formalisms (I0). In the cyclic case, however, Pearl’s causal models may not be well-defined. On
the logic programming side, we have to consider different proposals for the semantics of a logic
program, i.e., the supported model semantics (25]) for acyclic logic programs, the minimal model
semantics (59)) for positive logic programs, and the stable model semantics (27]) for general logic
programs. The following section shows that abductive logic programming (22)) under the stable
model semantics (27)) is the appropriate framework to capture everyday Boolean causal reasoning
with default negation.

3.1 Deterministic Causal Reasoning

Let us begin by taking a closer look at Bochman’s theory of causality (10) as presented in Sec-
tion specifically in the cyclic case.

Example 3.1.1. Let jakob and kilian denote two friends, Jakob and Kilian. Furthermore,
spontaneously_smokes(jakob) and spontaneously_smokes(kilian) indicate that Jakob and Kilian
start to smoke spontaneously. By smokes(jakob) and smokes(kilian), we mean that Jakob and
Kilian are smoking, respectively. Assuming that humans usually do not smoke as well as that
Jakob smokes if Kilian smokes and vice versa, we would model this story in the following causal
theory A with default negation:

spontaneously_smokes(jakob) = spontaneously_smokes(jakob) (3.1)
spontaneously_smokes(kilian) = spontaneously_smokes(kilian) (3.2)
spontaneously_smokes(jakob) = smokes(jakob) (3.3)
spontaneously_smokes(kilian) = smokes(kilian) (3.4)
smokes(kilian) = smokes(jakob) (3.5)
smokes(jakob) = smokes(kilian) (3.6)

—spontaneously_smokes(jakob) = —spontaneously_smokes(jakob)
—spontaneously_smokes(kilian) = —spontaneously_smokes(kilian)
—smokes(jakob) = —smokes(jakob)

—smokes(kilian) = —smokes(kilian)
According to Theorem we would then obtain a causal world
w = {smokes(jakob), smokes(kilian)},

where Kilian and Jakob smoke even if nobody smokes spontaneously. We obtain this flaw since
Bochman’s framework allows for cyclic explanations. The explanation for smokes(kilian) in w is,
for instance, given by smokes(kilian) = smokes(jakob) and smokes(jakob) = smokes(kilian),
i.e., Kilian smokes because Jakob smokes, who smokes because Kilian does. We do not accept
these cyclic arguments in our daily causal reasoning.

Example illustrates a potential drawback of Bochman’s approach (10), where circular
“explanations” may arise in some cases, leading to counterintuitive results. To address this issue,
we propose asserting the principle of acyclicity, avoiding cyclic arguments by ensuring that all
causal explanations start from specified self-explained a priori knowledge.

Law 9 (Principle of Acyclicity). Causal explanations start from self-evident a priori knowledge.

Interestingly, the principle of acyclicity appears to be relevant only in the Boolean case, as
demonstrated by the following example of Pearl (4I]) and Goldberger (29).
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Example 3.1.2. Let us consider ¢ as the quantity of household demand for a product, such as
espresso machines. We use p to denote the price per unit (that is, per espresso machine), ¢ for
household income, w for the wage rate of producing one espresso machine, and wu;/, to model
some external variables not explicitly considered in the model. An increase in price p or income i
leads to a decrease or increase, respectively, in the quantity of household demand ¢. In contrast,
a higher quantity of household demand ¢ or a higher wage rate w result in an increase in price p.
Therefore, we model the espresso machine market with the following causal model

gi=a-ptf-itu pi=7-q+0d-w+us.

Here, p and q are real-valued internal variables, while ¢, w, u; and us are real-valued external
variables, and «,3,7,0 € R are rigid constants. To determine the resulting price p’ and the
quantity of household demand ¢, we solve the system of equations to obtain the following.

,  adw+aug + Bi+uy , B+ yur + dw + ug
N 1—ay b= 1—ay

In particular, neither the resulting price p’ nor the quantity of household demand ¢’ require
additional justification in terms of external self-evident a priori knowledge.

From the principle of acyclicity in Law [0] we conclude that causal reasoning is of an abductive
nature. Therefore, we propose to formalize causal reasoning in abductive causal theories defined
as follows.

Definition 3.1.1 (Abductive Causal Theory). We define an abductive causal theory to be
a tuple 7 := (A, 2l) consisting of a causal theory A and a set of formulas 2, called abducibles,
such that there is no causal rule ¢ = ¢ € A and no abducible p € 2 with ¢ = p. We call T
atomic or literal if A is an atomic or literal causal theory and if 2 is a set of literals. In this
case, a pure abducible u € 2l is a proposition with —u € 2.

Deviating from Bochman (I0]), we say that an atomic causal rule b; A ... A b, = h is positive
if b1,...,b,, h € are propositions. A causal theory A is positive if it only mentions positive
causal rules. Finally, we call an atomic abductive causal theory T := (A, 2l) positive if A is a
positive causal theory.

Example 3.1.3. If A is the causal theory consisting of Rules (3.3))-(3.6]) from Example

spontaneously_smokes(jakob) = smokes(jakob)
spontaneously_smokes(kilian) = smokes(kilian)
smokes(kilian) = smokes(jakob),
smokes(jakob) = smokes(kilian)

we specify the abducibles
2 := {spontaneously_smokes(X ), nspontaneously_smokes(X), ~smokes(X)} x e (kitian,jakob}

to obtain a positive abductive causal theory T := (A,21).

According to the principle of acyclicity in Law [9] every causal world of an abductive causal
theory should be explained by its abducibles. This leads us to the following definition.

Definition 3.1.2 (Exact Theories and Causal Worlds). The abductive closure of an abductive
causal theory T := (A, %) is the causal theory A(T) := AU{l = [ : | € A}. Further, the con-
sequence operator C of T is the consequence operator of the abductive closure A(7) of 7. An
exact theory @ of 7 is an exact theory of the abductive closure A(7") that satisfies ® = C(® NA).
Finally, a causal world w of T is an exact theory that is a world. If ® is an exact theory, the
(causal) explanation e := ¢(®) := ® N A of P is the subset of all abducibles in ®.
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Example 3.1.4. For the abductive causal theory 7 := (A, 2l) of Example where

2:= {spontaneously_smokes(X), ~spontanecously_smokes(X), ~smokes(X)} x ¢ {kitian,jakob}
A= {spontaneously_smokes(jakob) = smokes(jakob),

spontaneously_smokes(kilian) = smokes(kilian),

smokes(kilian) = smokes(jakob),

smokes(jakob) = smokes(kilian)},
we obtain the following causal theory of Example as abductive closure.

spontaneously_smokes(jakob) = spontaneously_smokes(jakob)
spontaneously_smokes(kilian) = spontaneously_smokes(kilian)
spontaneously_smokes(jakob) = smokes(jakob)
spontaneously_smokes(kilian) = smokes(kilian)

smokes(kilian) = smokes(jakob)

smokes(jakob) = smokes(kilian)

—spontaneously_smokes(jakob) = —spontaneously_smokes(jakob)
—spontaneously_smokes(kilian) = —spontaneously_smokes(kilian)
—smokes(jakob) = —smokes(jakob)

—smokes(kilian) = —smokes(kilian)
Further, the causal worlds are given by

{spontaneously_smokes(X), smokes(X) : X € {kilian, jakob}}
{spontaneously_smokes(jakob), smokes(X) : X € {kilian, jakob}}
{spontaneously_smokes(kilian), smokes(X) : X € {kilian, jakob}}

{}-

Fortunately, the causal worlds of an abductive causal theory can be characterized as follows.

Proposition 3.1.1. Let T := (A,2) be a literal abductive causal theory, and let ¢ C A such
that C(€) is a consistent set of propositional formulas. In this case, we find that C(€) is an exact
theory of T with explanation €. In particular, a world w is a causal world of T with explana-
tion e = w NA if and only if w = C(e).

Proof. According to Theorem|2.3.2] € = u cannot be derived from A(7) for any abducible u € A \ e.
Hence, we only need to show that C(e) is an exact theory of the abductive closure A(T), i.e.

Since € C 2 is a subset of the defaults in the abductive closure A(T), we find € C C(e), i.e., from
the monotonicity of C and Theorem we derive C(C(€)) C C(e) C C(C(e)). O

As in Section we restrict ourselves to reasoning on causal theories with default negation
that pin down whole worlds exactly, i.e., that satisfy Laws m and Let 7 := (A,2) be an
abductive causal theory. According to Law [7] all worlds w are either exact theories or falsified,
meaning that 1 € C(w N2A). Furthermore, the principle of default negation in Law [§) means that
every proposition p € B is considered to be false if it cannot be explained by causal reasoning,
i.e., 7p € A is an abducible.
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Definition 3.1.3 (Default Negation). The negative completion of an atomic abductive causal
theory 7 := (A,2) is given by 7"¢ := (A, AU {-p: p € P}). We say that an abductive causal
theory 7 has default negation if it is the negative completion of an atomic abductive causal
theory. If 7 is also the negative completion of a positive abductive causal theory, we call T a
positive abductive causal theory with default negation.

Example 3.1.5. The abductive causal theory 7 = (A,2l) in Example where
2:= {spontancously_smokes(X ), ~spontaneously_smokes(X), ~smokes(X)} x e {kitian,jakob}
A = {spontaneously_smokes(jakob) = smokes(jakob),
spontaneously_smokes(kilian) = smokes(kilian),

smokes(kilian) = smokes(jakob),

smokes(jakob) = smokes(kilian)},

is derived as the negative completion of the atomic abductive causal theory that consists of the
causal theory A and of the abducibles

{spontaneously_smokes(jakob), spontaneously_smokes(kilian)}.

Abductive causal theories with default negation can be used as a language for the causal models
of Pearl (41)) introduced in Section 2.3.1]

Definition 3.1.4 (Bochman Transformation). The Bochman transformation of a Boolean
causal model M := (U, V, Error, Pa, F) is the negative completion 7T (M) of the abductive causal
theory that contains the causal rule Fy (pa(V),error(V)) = V for every internal variable V € V
and has the abducibles U.

Example 3.1.6. Let M := (U, V,Error, Pa, F) be the causal model of Example

U .= {sensor,rain}

M sprinkler := sensor wet 1= rain V sprinkler slippery = wet

In this case, the Bochman transformation 7 (M) is the abductive causal theory that consists of
the causal theory

A= {sensor = sprinkler, rain V sprinkler = wet, wet = slippery}
and the abducibles

A := {sensor, rain, ~sensor, ~sprinkler, —rain, ~wet, ~slippery}.

Remark 3.1.1. Assuming that the functions Fy (pa(V), error(V')) are in disjunctive normal form
and applying (Or) of Definition we see that the Bochman transformation 7 (M) can be
translated to an abductive causal theory with default negation while preserving the causal worlds.

Example 3.1.7. We can translate the causal theory A in Example [B.1.6] to the atomic theory

sensor = sprinkler
rain = wet
sprinkler = wet

wet = slippery.

As desired, the causal worlds w produced by the Bochman transformation 7 (M) of a causal
model M correspond to solutions of M.
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Theorem 3.1.2. If M is a Boolean causal model, every causal world w of the Bochman transfor-
mation T (M) yields a solution of M.

Proof. This result is a direct consequence of Theorem as every causal world of T (M) is a
model of the completion of the corresponding abductive closure. O

Through the Bochman transformation, abductive causal theories define the feasible solutions
of Boolean causal models that align with the Laws — [ Furthermore, the Bochman
transformation canonically extends the treatment of external interventions from causal models to
literal abductive causal theories.

Definition 3.1.5 (Intervention). Let 7 := (A,2) be a literal abductive causal theory, and let i
be a truth value assignment on a set of propositions I C P, not containing pure abducibles. To
represent the intervention of forcing i, we build the modified theory 7; := (A;,2) that results
from T by replacing all rules ¢ = [ where the underlying proposition p € P of the literal [ € {p, ~p}
liesin I, i.e., p € I, with the rules T = [, [ € i.

Example 3.1.8. Recall the abductive causal theory 7 := (A,2() in Example where

2 := {spontancously_smokes(X ), ~spontaneously_smokes(X), ~smokes(X)} x e {kitian,jakob}
A= {spontaneously_smokes(jakob) = smokes(jakob),

spontaneously_smokes(kilian) = smokes(kilian),

smokes(kilian) = smokes(jakob),

smokes(jakob) = smokes(kilian)}.

Assume we are Kilian and start smoking because we are influenced by Richard, another friend not
modeled in T := (A,2l). Hence, we need to intervene in 7 according to i := {smokes(kilian)}
and obtain the modified theory T; := (A;, ), where

2:=  {spontaneously_smokes(X), ~spontaneously_smokes(X), nsmokes(X)} x e ritian,jakob}
A; = {spontaneously_smokes(jakob) = smokes(jakob),

T = smokes(kilian),

smokes(kilian) = smokes(jakob)}.

As expected, the concept of intervention, defined in Definition behaves consistently with
the Bochman transformation.

Proposition 3.1.3. For any Boolean causal model M := (U, V, Error, Pa, F) and any truth value
assignment 1 on the internal variables I C 'V, we find that T(M;) and T (M); have the same causal
worlds.

Proof. This result stems from the observation that the Bochman transformation, defined in Defi-
nition essentially replaces the “:=" symbol with the “=” symbol. O

As announced at the beginning of this section, we now see how abductive causal theories with
default negation correspond to abductive logic programming under the stable model semantics.

Definition 3.1.6 (Bochman Transformation). The Bochman transformation of an atomic
abductive causal theory 7 := (A,2l) with default negation is defined to be the abductive logic
program P(T) := (P,2A NP, D), where

P:={p+ ¢| $ = p € A atomic causal rule}.
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Example 3.1.9. Recall the abductive causal theory T := (A,2) in Example where

2= {spontaneously_smokes(X ), ~spontaneously_smokes(X), ~smokes(X)} x e {kilian,jakob}
A= {spontaneously_smokes(jakob) = smokes(jakob),

spontaneously_smokes(kilian) = smokes(kilian),

smokes(kilian) = smokes(jakob),

smokes(jakob) = smokes(kilian)}.

The Bochman transformation of 7 is the abductive logic program P(7T) := (P, 2, () consisting of
the logic program

P: smokes(jakob) < spontaneously_smokes(jakob)
smokes(kilian) < spontaneously_smokes(kilian)

smokes(jakob) < smokes(kilian)

(

smokes(kilian) < smokes(jakob)

and the abducibles 2 := {spontaneously_smokes(X) : X € {jakob, kilian}}.

To prove that the causal worlds of an abductive causal theory with default negation 7 cor-
respond to stable models of the Bochman transformation P(7), we investigate the causal world
semantics of abductive causal theories with default negation in greater detail.

Definition 3.1.7 (Reduct). Let 7 := (A, ) be an abductive causal theory with default negation,
and let w C B be a world. We define the reduct T, := (A, 2l) to be the positive abductive causal
theory with default negation obtained by first erasing all atomic causal rules by A...Ab, = p from A
if there is a negative literal b; := —p;, 1 <i < n with w | p;, and then erasing all negative literals
in the causes of the remaining rules. If P := (P, 2, IC) is an abductive logic program, we define
its reduct by P, := (P, 2, IC).

As intended, the Bochman transformation respects our notion of reduct in causal logic.

Lemma 3.1.4. For every abductive causal theory with default negation T and every world w we
have

P(T.) = P(T).- O

Further, the notion of a reduct is also well-behaved with the causal world semantics.

Lemma 3.1.5. Let T be an abductive causal theory with default negation and let w be a world.
In this case, w is a causal world of T if and only if it is a causal world of the reduct T,.

Proof. Assume w is a causal world of the theory 7 with explanation ¢ := w N 2A. According to
Proposition [3.1.1] and Theorem [2.3:3] we find for every literal [ that [ € w if and only if e = [ is
derivable from A(7) and the following rules for sets of literals €, ¢’ and literals I,’:

If e = [, then e U €' = [. (Literal Monotonicity)
Ife =1land eU{l} =1, then eUe = I'. (Literal Cut)
{p,—p} = U for all positive literals p and lierals I’ (Literal Contradiction)

We want to show that w is a causal world of the reduct 7,. This is the case if for every literal
we find [ € w if and only if we can derive € = [ from A(7,,) and these axioms.

Let | be a literal. Assume [ € w, that is, there is a proof of ¢ = [ from A(T). We can
derive every atomic rule by A ... Ab, = ¢ € A(T) for which w = b1, ...,b,, by (Strengthening)
in Definition from A(T,). We further observe that rules of the form b A ... Ab,, = ¢ for
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which w [~ b; for some i cannot occur in the proof of € = I. Indeed, assume without loss of
generality that ¢ = 1. Then every subsequent formula below b; A ... A b,, = ¢ in the proof tree
would be of the form by A ¢y A ... Acg = p since (Literal Monotonicity) merely adds literals to the
causes and by cound only be removed by (Literal Cut) if € = by would be derivable from A(T).
However, in this case b; € w, which is a contradiction to w being a world. Note that with the
same argument we find that (Literal Contradiction) cannot be applied in a proof of € = [.

Now assume € = [ is derivable from A(7,). We want to show that | € w, that is, e = [ is
derivable from A(7). To this end, we observe that without loss of generality every positive rule
inp; A... App, = q € A(T,,) corresponds to a rule in —=pj A ... A—pl,  Ap1 A...Ap, = q € A(T) for
positive literals p1, ..., pn, P, .-, Piy, such that w = p} for all 1 <4 < m. Thus, p} € w and —p}; € w
as w is a world. This means that € = —p} is derivable from A(7T) as and thus applying (Literal
Cut), we find eU{p1, ..., pn} = ¢ can be deriven from A(T). Hence, we can derive € = [ from A(T).

Next, assume that w is a causal world of the reduct 7, with explanation € := w N2, that
is, for every literal | we find that ! € w if and only if € = [ is derivable from A(7;,) and the
aforementioned axioms. We want to show that w is a causal world of T, that is, for a literal [ we
have | € w if and only if € = [ is derivable from A(T).

Let [ be a literal. Assume [ € w, i.e., € = [ is derivable from A(7,). So as previously, take an
atomic rule by A ... A b, = ¢ € A(T) with w [ b; for all negative literals b;, 1 < i < n. In this
case, we find that € = b; is derivable from A(T) as b; € 2 and therefore b; € e. We conclude with
(Literal Cut) that e = [ is derivable from A(7).

Finally, assume that € = [ is derivable from A(7). We want to show that | € w, i.e., that e = [
is derivable from A(7,). First, all rules in A(7,,) correspond to rules in A(7) by (Strengthening)
in Definition Let by A... Ab, =1 € A(T) be a rule that cannot be derived by (Strength-
ening) from A(7,). In this case, we may without loss of generality assume that by := —p; is a
negative literal with w |= p;. Hence, we find that € = p; is derivable from A(7,). Further, by
(Literal Contradiction) and (Literal Monotonicity), we find that {pi,b1,...,b,} = p is derivable
from A(7,). Hence, we apply (Literal Cut) and obtain e U {by,...,b,} = p. In summary, we
conclude that € = [ is derivable from A(7,) and | € w as desired. O

Lastly, the Bochman transformation behaves well on abductive causal theories that correspond
to positive programs.

Lemma 3.1.6. Let T := (A, Q) be a positive abductive causal theory with default negation, and
let P:=P(T) := (P,2A,0) be the Bochman transformation of T. In this case, every stable model
of P(T) is also a causal world of T, and vice versa.

Proof. Let w be a causal world of T := (A,2l) with explanation € := AN w. In this case, Theo-
rem [2.3.2] ensures that w is a supported model of P. Furthermore, according to Theorem [2.3.3
for a positive literal p we find p € w if and only if € = p is derivable from A(T) using (Literal
Monotonicity) and (Literal Cut). As literal monotonicity merely adds literals to the causes of
rules, we conclude that we have a proof of € = p only using (Literal Cut), which is equivalent to
a proof of p in terms of the immediate consequence operator of P U (e N 2A).

Now, assume w is a stable model of P. Again, we have a proof for every proposition p € w in
terms of the immediate consequence operator of P U, i.e., € = p is derivable from A(7) using
(Literal Cut). Hence, w is a causal world of T as desired. O

Combining Lemma, Lemma [3.1.5] and Lemma yields the main result of this section.

Theorem 3.1.7. The Bochman transformation is a bijection, translating every abductive causal
theory with default negation T to an abductive logic program P(T) such that the causal worlds
of T are exactly the stable models of P(T). O

Theorem [3.1.7] establishes the equivalence between abductive causal theories with default nega-
tion and general abductive logic programs without integrity constraints, underscoring their ver-
satility in addressing diverse scenarios. Abductive logic programming under the stable model
semantics encompasses various forms of causal reasoning, including those described by Laws
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and B - [0} This equivalence also holds for all types of abductive logic programs, i.e. acyclic,
positive, stratified programs, etc., highlighting the broad applicability of our analysis in providing
a causal interpretation for general abductive logic programs.

The Logical and Explanatory Content of Causal Reasoning

As Bochman (I0), we also observe that causal reasoning as formalized in abductive causal theories
can be separated into logical and explanatory components.

Definition 3.1.8 (Logical and Explanatory Content). The logical content of arule R := (¢ = 1)
is the implication logic(R) := (¢ — ). For a causal theory A, the logical content is defined
as logic(A) := {logic(R) : R € A}. The explanatory content of A for a world w is the causal
theory Al, :={R € A : w=logic(R)}. If T := (A, %) is an abductive causal theory, the logical
content is given by logic(7) := logic(A), and the explanatory content is 7, := (A|,,2). In
this case, C|,, denotes the corresponding consequence operator.

Example 3.1.10. Recall the abductive causal theory 7 := (A, ) in Example where

2:= {spontancously_smokes(X ), ~spontaneously_smokes(X), ~smokes(X)} x e {kitian,jakob}
A = {spontaneously_smokes(jakob) = smokes(jakob),

spontaneously_smokes(kilian) = smokes(kilian),

smokes(kilian) = smokes(jakob),

smokes(jakob) = smokes(kilian)}.

Further, let
w := {spontaneously_smokes(kilian), smokes(kilian)}

be the world where Kilian (spontaneously) smokes, while Jakob is not smoking (spontaneously).
The explanatory content 7, is obtained by removing the rule smokes(kilian) = smokes(jakob)
from A. The logical content, denoted as logic(T), is obtained by replacing the “=” symbol in A
with the implication “—”.

The explanatory content of a causal theory A allows us to define the following event.

Definition 3.1.9 (Decidability). Let 7 := (A, %) be an abductive causal theory, and let w be a
world. We say that a formula ¢ is (causally) decidable in w and write w = decides(¢), if

¢ €Clu(wnA) or —¢ € Cl,(wnNA).

We call w a logical world of 7 and write logic(w) = logic(w) if w = logic(T) and we call w
an explainable world of T if w causally decides all formulas ¢, that is, w = decides(¢) for all
formulas ¢.

We define the event logic(7) that T is logical to be the set of all logical worlds w, i.e.,

logic(T) := {w world: w = logic(T)}.

Finally, we define the event that 7 explains everything to be the set of all explainable worlds,
ie.,

explains(7) := {w world: w |= decides(¢) for all formulas ¢}.
Example 3.1.11. Recall the abductive causal theory T := (A,2() in Example where

2:= {spontancously_smokes(X ), ~spontaneously_smokes(X), ~smokes(X)} x c{kitian,jakob}
A = {spontaneously_smokes(jakob) = smokes(jakob),

spontaneously_smokes(kilian) = smokes(kilian),

smokes(kilian) = smokes(jakob),

smokes(jakob) = smokes(kilian)}.
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The theory T decides every formula in the world
w = {spontaneously_smokes(kilian), smokes(kilian)}
of Example Hence, w is an explainable world even though it is not a causal world.
As needed, the causal worlds of abductive causal theories can be characterized as follows.

Proposition 3.1.8. A world w is a causal world of an abductive causal theory T if and only if it
is logical and explainable, i.e., Causal(T) := logic(7) N explains(7).

Proof. Assume w is a causal world of 7. In this case, Theorem yields w [ logic(7), i.e., w
is a logical world of 7. In particular, we find 7|, = T and every formula ¢ is explainable since w
is an exact theory that is a world. Hence, w is an explainable world.

Next, assume w is a world that is logical and explainable with respect to 7. Hence, we
find w = logic(T) and C|,(wNA) = w. Again, we find 7|, =T and w is a causal world of 7. O

Non-Ground Causal Reasoning

We aim to extend (abductive) causal theories to capture relations in a given domain, providing
causal interpretations for non-ground abductive logic programs. To define semantics through
grounding, we represent these relations using quantifier-free formulas ¢ in the fragment of relational
first-order logic, which allows no quantifiers, no function symbols, and only finitely many constant
and predicate symbols. These expressions are combined to form causal rules of the form ¢ = .
Similarly to the propositional case, we do not allow nested expressions of the form ¢ = ¢ = p = ...
A finite set of causal rules constitutes a causal theory. Similarly to non-ground logic programs,
we proceed by grounding to obtain the corresponding semantics of these causal theories.

Remark 3.1.2. Informally, a causal rule ¢ = 1 could also be interpreted as Vy,...Vy, ¢ = 9,
where var(¢) U var(y) := {Y7,...,Y,}. This interpretation arises from the fact that the Herbrand
models of the corresponding universally closed formulas in prenex normal form can be obtained
by grounding.

Let 2 be a relational first-order alphabet. A causal rule is an expression R := (¢ = 1) for
quantifier-free formulas ¢ and . For a ground substitution v we define the corresponding ground
instance to be R? := (¢” = 7). Furthermore, a causal theory A is a finite set of causal rules,
and its grounding A is defined as the set of all ground instances of rules in A. An exact theory
in the sense of Bochman (I0) is then an exact theory of the grounding A. Finally, the causal
theory A has default negation if its grounding A has.

Example 3.1.12. Let 2 := (C, P) be the relational alphabet with constants C := {jakob, kilian}
and predicates P := {smokes, spontaneously_smokes}, where each predicate has arity one. We
can consider the following casual theory A.

spontaneously_smokes(X) = spontaneously_smokes(X)
spontaneously_smokes(X) = smokes(X)

smokes(X) = smokes(Y)

—spontaneously_smokes(X) = —spontaneously_smokes(X)

—smokes(X) = —smokes(X)
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Further, we obtain the grounding A below.

spontaneously_smokes(jakob) = spontaneously_smokes(jakob)
spontaneously_smokes(kilian) = spontaneously_smokes(kilian)
spontaneously_smokes(jakob) = smokes(jakob)
spontaneously_smokes(kilian) = smokes(kilian)

smokes(jakob) = smokes(jakob)

smokes(kilian) = smokes(jakob)

smokes(jakob) = smokes(kilian)

smokes(kilian) = smokes(kilian)

—spontaneously_smokes(jakob) = —spontaneously_smokes(jakob)
—spontaneously_smokes(kilian) = —spontaneously_smokes(kilian)
—smokes(jakob) = —smokes(jakob)

—smokes(kilian) = —smokes(kilian)
Hence, as in Example we obtain that
w = {smokes(jakob), smokes(kilian)},
is a causal world of A.

Similarly to the propositional case, we extend non-ground causal theories with specified prior
knowledge 2, which serves as the starting point for explanations. This again results in abduc-
tive causal theories. To define the semantics through grounding, we again represent this prior
knowledge using quantifier-free formulas in relational first-order logic.

Next, an abductive causal theory T := (A,2(b) is a pair of a causal theory A and a set of
quantifier-free formulas 2Ab, called abducibles such that the grounding 7 := (A,2lb) is an

abductive causal theory. A causal world w of 7 is then a causal world of the grounding 7.
Finally, we say that 7 has default negation if its grounding 7 has.

Example 3.1.13. In the alphabet 2 of Example [3.1.12[ we can consider the abductive causal
theory T := (A, 2b), consisting of the causal theory

A spontaneously_smokes(X) = smokes(X)
smokes(X) = smokes(Y)

and the abducibles
Ab := {spontaneously_smokes(X ), ~spontaneously_smokes(X), ~smokes(X)}.
Finally, the causal worlds of T are the following worlds of Example

{spontaneously_smokes(X), smokes(X) : X € {kilian, jakob}}
{spontaneously_smokes(jakob), smokes(X) : X € {kilian, jakob}}
{spontaneously_smokes(kilian), smokes(X) : X € {kilian, jakob}}

{

As the semantics of (abductive) causal theories and (abductive) logic programs is defined by
grounding, Corollary and Theorem remain valid in the non-ground case.
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3.2 Weighted Causal Reasoning

As the LogLinear models of Richardson and Domingos (46) extend propositional logic by un-
certainty, we now extend literal abductive causal theories by unnormalized degrees of certainty.
Hereby, we relate the uncertainty to the logical content while the explanations remain determinis-
tic. Hence, as Bochman (10)), we still consider causal reasoning as a binary relation on propositional
formulas while extending the underlying logical content by degrees of certainty. Furthermore, we
distinguish between the uncertainty in the abducibles, i.e., in the input data, and the uncertainty
about the causal rules in our theory. Fix a propositional alphabet 3.

Definition 3.2.1 (Weighted Abductive Causal Theory). A weighted causal rule (w, R) consists
of a weight w € RU {oc} and a literal causal rule R. A weighted causal theory A then is a
finite set of weighted causal rules. Finally, the explanatory content of a weighted causal theory
is the causal theory EXP(A) := {R : 3, (w, R) € A}.

A weighted abductive causal theory T := (A, 2, ®) consists of a weighted causal the-
ory A, a set of literals 2, called abducibles and an a priori knowledge, which is a LogLinear
model PRIOR(T) := @ in the pure abducibles, i.e., in all positive literals p € 2 with —p € 2. The
constraint part of T is the LogLinear model

CONST(T) := {(w,logic(R)) : (w,R) € A}
and the explanatory part of T is the abductive causal theory

EXP(T) := (EXP(A), 2).

Remark 3.2.1. We restrict ourselves to considering only literal causal rules in weighted abductive
causal theories. In particular, we do not permit constraints, as their semantics within weighted
abductive logic programming does no longer coincide with observing, i.e., conditioning on events.

Example 3.2.1. Assume that we are uncertain whether Jakob and Kilian influence each other
to smoke in the abductive causal theory 7 := (A, 2l) of Example
2:= {spontancously_smokes(X ), ~spontaneously_smokes(X), ~smokes(X)} x e {kitian,jakob}
A = {spontaneously_smokes(jakob) = smokes(jakob),
spontaneously_smokes(kilian) = smokes(kilian),
smokes(kilian) = smokes(jakob),
smokes(jakob) = smokes(kilian)}
Further, assume they both independently start to smoke spontaneously, with a probability of 0.2.
We may model the whole situation with the weighted abductive causal theory T := (A, 2, D)
consisting of the weighted causal theory A, given by
(00, spontaneously_smokes(jakob) = smokes(jakob))
(00, spontaneously_smokes(kilian) = smokes(kilian)
(In(2), smokes(kilian) = smokes(jakob))
(In(2), smokes(jakob) = smokes(kilian)),

the abducibles
A := {spontaneously_smokes(X), ~spontaneously_smokes(X ), ~smokes(X): X € {jakob, kilian}}
and the a priori knowledge

¢ := {(In(0.2), spontaneously_smokes(X)), (In(0.8), ~spontancously_smokes(X))} x {jakob, kilian} -
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To obtain a semantics for weighted abductive causal theories T, we employ Parameterization []
used in the LogLinear models of Section [2.2.2] However, this time, similar to the P-log semantics,
we also account for the explanations provided by the explanatory part EXP(T), applying the
principle of indifference in Law

Informally, we interpret a weighted abductive causal theory T := (A,2(,®) as a two-step
procedure. First, the LogLinear model ® describes a random experiment in which we choose a
possible explanation e, that is, self-evident factual knowledge about the world outside the model
that gives rise to a set of possible Aristotelian knowledge

Qe := {w D € explainable world of EXP(T)}.

Further, the weights in A correspond to weak constraints in CONST(T) and express our degree
of belief in a concrete world w € Q|e. In particular, they express our degree of belief that w is a
logical world. Finally, if Qe = (), we conclude that the factual knowledge € is inconsistent with
causal reasoning and conclude that ¢ cannot be observed. In particular, causal reasoning provides
additional factual knowledge about the world outside the model, that is, € must be consistent with
causal reasoning.

Definition 3.2.2 (Semantics of Weighted Abductive Causal Theories). Let T := (A, 2, ®) be
a weighted abductive causal theory and let w be a world. The possible explanation of w is
the subset ¢ C A of all pure abducibles true in w. A formula ¢ is (causally) decidable in w,
written w = decides(¢), if ¢ is decidable in w with respect to the explanatory content EXP(T).
We further say that w is an explainable world if w causally decides all formulas ¢, that
is, w = decides(¢) for all formulas ¢. The event that T explains everything explains(T) is
then given by the set of all explainable worlds.

We call a subset of pure abducibles ¢ C 2 a consistent explanation if there exists a an
explainable world w with possible explanation e that satisfies all constraints with infinite weight
in CONST(T), i.e., w = ¢ whenever (oo, ¢) € CONST(T). In this case, we call € the explanation
of w. We define the event that the weighted abductive causal theory T is consistent by

consistent(T) := {e C 2 consistent explanation}.

Finally, the explanatory semantics of T is the distribution assigning to every world w with
possible explanation e the probability

m(w) == mr(w) := 7P (w) = TconsT(T) (W€, explains(T)) - TpriorT) (€] consistent(T)).

Here, we identify every possible explanation e with the event {w world: w D €}.

Again, the probability of a formula ¢ is defined to be
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Example 3.2.2. Recall the weighted abductive causal theory T := (A, 2, ®) in Example

2:= {spontancously_smokes(X ), ~spontaneously_smokes(X), ~smokes(X)} x c{kitian,jakob}
¢ := {(In(0.2), spontaneously_smokes(jakob)),

(In(0.8), ~spontaneously_smokes(jakob)),

(In(0.2), spontaneously_smokes(kilian)),

(In(0.8), ~spontaneously_smokes(kilian))}
A= {(o0, spontaneously_smokes(jakob) = smokes(jakob))

(00, spontaneously_smokes(kilian) = smokes(kilian)
(In(2), smokes(kilian) = smokes(jakob))
(In(2), smokes(jakob) = smokes(kilian))}

Denoting spontaneously_smokes(_) by s_smokes(_), the explanatory part EXP(T) has the follow-
ing explainable worlds with non-zero weight.

w({}) =1

w({s_smokes(kilian), smokes(kilian)}) = 2

w({s_smokes(kilian), smokes(kilian), smokes(gakob)}) 4

(

( (

( (

({s_smokes(jakob), smokes(jakob)}) =
( (

( (

S

w({s-smokes(jakob), smokes(jakob), smokes(kilian)}) =4

w({s_smokes(kilian), s_smokes(jakob), smokes(jakob), smokes(kilian)}) = 4
We observe mg (consistent(T)) = 1. Hence, Kilian or Jakob smokes with probability

P (smokes(kilian)) =

2
=1 7mg(s_smokes(kilian)) + 3 T (s-smokes(jakob), ~s_smokes(kilian)) =

1,214 2
5 3 55 75

23
mp ¥ (smokes(jakob)) = w2 (smokes(kilian)) = o
Kilian and Jakob smoke with probability
cop 1 2 4 419

2
kes(jakob kes(kili =1-—+--—+=- .
mp ©(smokes(jakob), smokes(kilian)) 5% + 3 98 + 3 55 =

Consequently, if we observe that Jakob is smoking, Kilian smokes with a probability of

1
7 (smokes(kilian)|smokes(jakob)) = 2—2 .
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Let us add the weighted causal rule (oo, nsmokes(jakob) = smokes(jakob)) stating that Jakob
smokes resulting in the following weighted abductive causal theory T’.

2" .= {spontancously_smokes(X), ~spontaneously_smokes(X ), ~smokes(X) } x efkitian, jakob}
¢’ = {(—1n(0.2), spontaneously_smokes(jakob)),
(—1n(0.8), ~spontaneously_smokes(jakob)),
(—1n(0.2), spontaneously_smokes(kilian)),
(—1n(0.8), ~spontaneously_smokes(kilian))}

A

{ (00, spontaneously_smokes(jakob) = smokes(jakob))
(00, spontaneously_smokes(kilian) = smokes(kilian)
(In
(
(

(2), smokes(kilian) = smokes(jakob))
In(2

), smokes(jakob) = smokes(kilian)),
00, nsmokes(jakob) = smokes(jakob))}

The explanatory part EXP(T’) has the following explainable worlds with non-zero weight.

w({s_smokes(kilian), smokes(kilian), smokes(jakob)}) =4

({s_smokes(jakob), smokes(jakob)}) =

w({s_smokes(jakob), smokes(jakob), smokes(kilian)}) =4
( (

w({s_smokes(kilian), s_smokes(jakob), smokes(jakob), smokes(kilian)}) = 4

w

The event that T’ is consistent is given by

consistent(T’) := {{s_smokes(jakob)}, {s_smokes(kilian)}, {s_smokes(jakob), s_smokes(kilian)}},
- ey 1169
that is, me (consistent(T')) =1 55 = 55"

Hence we find Kilian smoking with a probability

25 1 2 4 23 19
w1 (smokes(kilian)) = 9 (1 E + 3 25) =57 F 53 = mr(smokes(kilian)|smokes(jakob))

We conclude that adding constraints with infinite weight is not the same as observing these
constraints.

Again, applying the principle of default negation in Law (8] we restrict ourselves to theories of
the following type.

Definition 3.2.3 (Default Negation). A weighted abductive causal theory T has default nega-
tion if its explanatory part EXP(T) has.
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Example 3.2.3. The abductive causal theory T := (A,2, ®) in Example has a default
negation.

2:= {spontancously_smokes(X ), ~spontaneously_smokes(X), ~smokes(X)} x c{kitian,jakob}
O := {(In(0.2), spontaneously_smokes(jakob)),

(In(0.8), ~spontaneously_smokes(jakob)),

(In(0.2), spontaneously_smokes(kilian)),

(In(0.8), ~spontaneously_smokes(kilian)) }
A= {(o0, spontaneously_smokes(jakob) = smokes(jakob))

(00, spontaneously_smokes(kilian) = smokes(kilian)
(In(2), smokes(kilian) = smokes(jakob))
(In(2), smokes(jakob) = smokes(kilian))}

Having formalized the causal reasoning under uncertainty given by the Laws [I] - —[9 and
Parametrization [ we now relate the resulting weighted abductive causal theories with default
negation to already existing frameworks in statistical relational artificial intelligence.

Definition 3.2.4 (Weighted Abductive Logic Program). A weighted abductive logic pro-
gram P := (P,2(, ®) consists of an LpMLN program P, a set of abducibles 2 C B and an a
priori knowledge, i.e. a LogLinear model ® in 2 such that (LP(P),2() is an abductive logic
program. A stable model w of P with explanation ¢ is a stable model of the abductive logic
program (LP(P|,),2l) that has the explanation e.

Finally, the Bochman transformation of a weighted abductive causal theory T := (A, 2, ®)
with default negation is given by the weighted abductive logic program

P(T) := ({(w,p = O) }w,p=pren, A NP, <I>).

Example 3.2.4. Recall the weighted abductive causal theory T := (A, 2, ®) in Example

2:= {spontancously_smokes(X ), ~spontaneously_smokes(X), ~smokes(X)} x e {kitian,jakob}

¢ := {(In(0.2), spontaneously_smokes(jakob)),
(In(0.8)
(In(0.2), spontaneously_smokes(kilian)),
(In(0.8)

, mspontaneously_smokes(jakob)),
, mspontaneously_smokes(kilian))}

A= {(o0, spontaneously_smokes(jakob) = smokes(jakob))
(00, spontaneously_smokes(kilian) = smokes(kilian)
(In(2), smokes(kilian) = smokes(jakob))
(In(2), smokes(jakob) = smokes(kilian))}
The Bochman transformation of T is the weighted abductive logic program P(T) := (P, 2, ®) given
by the LPMN program P with the clauses
(00, smokes(jakob) < spontaneously_smokes(jakob))
(00, smokes(kilian) + spontaneously_smokes(kilian))
(In(2), smokes(jakob) + smokes(kilian))
(In(2), smokes(kilian) <+ smokes(jakob)),
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the abducibles
A = {spontaneously_smokes(jakob), spontaneously_smokes(kilian)}

and the a priori knowledge

o= {(In(0.2), spontaneously_smokes(jakob)),
(In(0.8), =spontaneously_smokes(jakob)),
(In(0.2), spontaneously_smokes(kilian)),
(In(0.8), mspontaneously_smokes(kilian)) }

The Bochman transformation yields the following semantics for weighted abductive logic pro-
grams.

Definition 3.2.5 (Semantics of Weighted Abductive Logic Programs). Let P := (P, 2, ®) be a
weighted abductive logic program. An 2A-structure ¢ C 2l is consistent with respect to P if there
exists at least one stable model w of P with explanation e such that w = C for all clauses with
infinite weight (oo, C') € P, that is, (co,C) € P|,. In this case, we also say that € is consistent.
We define the event of P being consistent by

consistent(IP) := {e C A: ¢ consistent A-structure}.
The abductive closure of P is defined to be the LPMEN program

P:=PU{(0,u): ueA}.

Further, we associate to a stable model w of P with explanation e the probability

mp(w) := mp(w|e) - o (€] consistent (P)).
Here, we identify e with the event {w stable model of P with explanation e}. The probability of a
formula ¢ is then defined by

() 1= > mp(w).
w stable model of P
wi=¢

As desired, the Bochman transformation is a bijection that behaves well regarding the explana-
tory semantics of weighted abductive causal theories with default negation.

Lemma 3.2.1. Let T := (A, 2, @) be a weighted abductive causal theory with default negation that
has the Bochman transformation P := P(T) := (P,A NP, P). In this case, a world w is a stable
model of P with explanation ¢ = w N (A NP) if and only if w is an explainable world of T with
explanation for e.

Proof. As T has default negation, a pure abducible is a positive literal p € 2. Hence, the possible
explanation € of a world w is the 2 N P-structure

e=wnN (ANP).

The construction of P|,, in Definition [2.2.34] and the construction of EXP(T)|,, in Definition
yields (LP(P|,),2) = P(EXP(T)|,). Furthermore, w is an explainable world if and only if w is a
causal world of EXP(T)|,. Therefore, the desired result follows from Theorem O
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Theorem 3.2.2. The explanatory semantics of each weighted abductive causal theory T = (A, 2, ®)
with default negation coincides with the semantics of its Bochman transformation

P:=P(T) = (P,ANP, D).

Proof. Let w be a stable model of the weighted abductive logic program P with explanation €. Ac-
cording to Lemma[3.2.1| this is the case if and only if w is an explainable word with respect to T that
has the possible explanation of e. Hence, we conclude that it is sufficient to show mp(w) = 7p(w).
Recall Definition [3.2.2] and B.2.5

mr(w) = Toonst(T) (W€, explains(T)) - mg (€| consistent(T))
mp(w) = mp(wle) - mo (€] consistent (P)) (3.7

According to Lemma an (2 NP)-structure ¢’ is consistent regarding P if and only if it is
a consistent explanation regarding T. Hence, we conclude consistent(T) = consistent(P) and

7o (€| consistent(T)) = 7e (€| consistent(P)).

Observe that P = CONST(T) and P = P U {(0,u): u € AN‘P}. Let w’ be an arbitrary stable
model of the abductive closure P, that is, w’ is a stable model of P that satisfies all clauses with
infinite weight, i.e., w’ |= C whenever (co0,C) € P. According to Lemma this is the case if
and only if w’ is an explainable world of T that satisfies all constraints with infinite weight in the
constraint part CONST(T), i.e. w’ |= C whenever (0o, C) € CONST(T). The construction of the
semantics for LogLinear models and LpMEN programs in Definition 2.2.11] and [2.2.34] then yields

the following identities:

7y Definition 231 . Definition =211 ’
wp(w') = exp Z w | = exp E w = weonsT(T) (W)

P
(w,C)eP (w,C)eP
wWH#0o wF# 0o
w'l=C w'E=C
wp(T) = Z wp (W) = Z WCONST(T) (W") = weoonsT(T) (explains(T))
w’’ stable_ w'’ €explains(T)
model of P w'’'E=C
for all (c0,C)eCONST(T)
~ wp(w) weonsT(T) (W) , .
p(w') = = = lains(T)).
e () wP(T) WCONST(T) (eXPIaiHS(T)) TCONST(T) (] explains(T))

We conclude that the distributions 7p(-) and Tconst(T) (- explains(T)) coincide, i.e.,
mconsT(T) (W|e, explains(T)) = mp (wle).
Therefore, the desired result follows from ([3.7)). O

Weighted abductive logic programming also generalizes the reasoning provided by the proba-
bilistic causal models of Pearl (41).

Definition 3.2.6 (Bochman Transformation). Let M := (M,w) be a Boolean probabilistic
causal model, where M := (U, V,Error, Pa,F). For every equation V := Fy(pa(V),error(V))
in M we identify the function Fy (pa(V),error(V)) with a formula that has disjunctive normal
form CY V..V CY. Now, let P be the LPM*N program given by the rules (co,V « C)) and
let ® be the LogLinear model consisting of a weak constraint (In(w(u)),u) for every situation u
of the causal model M. The Bochman transformation of M then is the weighted abductive
logic program P(M) := (P, U, ®).
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Example 3.2.5. Recall the probabilistic causal model M := (M, 7) in Example 2.3.3]

M cloudy = uy
rain := cloudy A us sprinkler := (cloudy A uz) V (—cloudy A uyg)

wet = (rain V sprinkler) A us slippery := wet A ug

u; mutually independent Boolean random varibales

71'(’[1,1) =0.5 7T(U2) = 0.6
m(ug) = 0.1 m(ug) = 0.7
m(us) = 0.9 m(ug) = 0.8

The Bochman transformation P(M) := (P, 2, ®) of M is given by the LPM™N program P

(00, cloudy + uy)

(00, sprinkler < cloudy, us) (00, sprinkler < —cloudy, us)
(00, rain + cloudy, us) (00, rain « —cloudy, us)

(00, wet +— rain, ug) (00, wet «— sprinkler, ug)

(00, slippery <+ wet,ur)

the abducibles 21 := {u1, ..., ug} and the prior knowledge ®

(In(0.5-0.6-0.1-0.7-0.9-0.8),u1 Aug Aug Aug Aus A ug)
(111(05 -0.6-0.1-0.7-0.9- 08), —up A ug Aug N\ug A\ us A UG)
(111(05 -04-0.1-0.7-0.9- 0.8),’&1 A —ug A us N ug N Us A u6)

(In(0.5-0.4-0.9-0.3-0.1-0.2), 7ug A —ug A ~ug A —ug A —uz A —ug).

Recall from Section that causal models correspond to Bochman’s causal theories and ab-
ductive logic programs under the supported model semantics. Hence, if the supported and stable
model semantics coincide in the corresponding abductive logic program, the Bochman transfor-
mation P(M) of a probabilistic Boolean causal model M produces the same distribution as M
itself.

Proposition 3.2.3. Let M := (M, x) be a probabilistic causal model with the Bochman transfor-
mation P(M) := (P, U, ®). If every situation u of the causal model M gives rise to a U-structure
consistent with P, the distribution induced by a probabilistic causal model M coincides with the
semantics of its Bochman transformation P(M).

Proof. Let M := (M, m) be a Boolean probabilistic causal model with Bochman transforma-
tion P(M) := (P, U, ®). In this case, we find that M yields a well-defined distribution only if
every assignment of truth values u to the external variables U of the causal model M yields a
unique solution w(u), which is the unique supported model of LP(P) U u. Since u also gives
rise to a consistent U-structure with respect to P, we find that LP(P) U u has at least one sta-
ble model. Now, Theorem 1 of Gelfond and Lifschitz (27) yields that w(u) is the unique stable
model of LP(P) U u. Finally, the desired result follows from the construction of ®, the observation
m(consistent(P(M))) = 1, and the fact that all the uncertainty of P(M) is concentrated in the a
priori knowledge @, i.e. mpap(w(u)) = e (w(u) NU) = 7(u) = my(w(u)). O

The Bochman transformation P(M) assigns to a probabilistic causal model M a distribution,
which is determined by Laws[I]-[3 ][0} In addition, it induces the following notion of intervention
in weighted abductive logic programs.
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Definition 3.2.7 (Intervention). Let P := (P,2, ®) be a weighted abductive logic program and
let i be a truth value assignment on a set of propositions I C P\ 2, which does not contain
any abducibles. To represent the intervention of enforcing i, we construct the modified pro-
gram P; := (P;,2, ®), where P; is derived from P by removing all clauses (w,C) € P with
head(C) € I and adding a fact (oo, p) for all positive literals p € i.

Example 3.2.6. Recall the weighted abductive logic program P := (P, 2, ®) in Example

A= {spontaneously_smokes(jakob), spontaneously_smokes(kilian)}

o= {(In(0.2), spontaneously_smokes(jakob)),
(In(0.8), =spontaneously_smokes(jakob)),
(In(0.2), spontaneously_smokes(kilian)),
(In(0.8), mspontaneously_smokes(kilian)) }

(00, smokes(jakob) < spontaneously_smokes(jakob))
(00, smokes(kilian) + spontaneously_smokes(kilian))
(In(2), smokes(jakob) + smokes(kilian))
(In(2), smokes(kilian) < smokes(jakob))

If we apply the intervention i := {smokes(kilian)} of Example[3.1.§to the program P = (P A, D)
we obtain the modified program P; := (Pj, 2, ®) resulting from P by replacing the LPM™N pro-
gram P with the program

P; (00, smokes(jakob) < spontaneously_smokes(jakob))
(00, smokes(kilian))

(In(2), smokes(jakob) + smokes(kilian)).
Therefore, if Kilian smokes because he is influenced by Richard, Jakob smokes with a probability

m(smokes(jakob)| do(smokes(kilian)) = 11/15.

As required, the notion of intervention in Definition is consistent with the Bochman
transformation.

Proposition 3.2.4. Let M := (M, x) be a probabilistic Boolean causal model, and i be a truth
value assignment on the internal variables I C V. In this case, intervening before applying the
Bochman transformation P(M;) and applying the Bochman transformation before intervening P(M);
yields the same distribution on 3.

Proof. This is proven analogously to Proposition [2.3.5 O

3.3 Counterfactual Reasoning

Finally, we transfer counterfactual reasoning from probabilistic causal models to weighted abduc-
tive logic programs. Hence, fix a weighted abductive logic program P := (P, 2, ®) together with
two truth value assignments e, i on sets of propositions E, I C P\, not containing any abducibles.
We ask for the probability mp(¢|e,do(i)) that a formula ¢ would hold if we had enforced i before
observing the evidence e. According to Lewis (37), this means, we ask for the probability of ¢ to
hold in an alternative world w®, minimally deviating from the observed real world w” such that i
becomes true.
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Example 3.3.1. Recall the weighted abductive logic program P := (P, 2, ®) of Example

A= {spontaneously_smokes(jakob), spontaneously_smokes(kilian)}
D= {(In(0.2), spontaneously_smokes(jakob)),

(In(0.8), =spontaneously_smokes(jakob)),

(In(0.2), spontaneously_smokes(kilian)),

(In(0.8), =spontaneously_smokes(kilian)) }

(00, smokes(jakob) + spontaneously_smokes(jakob))
(00, smokes(kilian) + spontaneously_smokes(kilian))
(In(2), smokes(jakob) + smokes(kilian))
(In(2), smokes(kilian) < smokes(jakob))

Hence, we consider two friends, Jakob and Kilian, which we denote by the constants jakob
and kilian, respectively. Both friends may smoke, denoted by smokes(jakob) and smokes(kilian),
because they start spontaneously to smoke, denoted by

spontaneously_smokes(jakob) and spontaneously_smokes(kilian),

or because the other friend smokes.

In this example, we assume the observation that Jakob and Kilian smoke, i.e., we observe
e := {smokes(jakob), smokes(kilian)}.
We now could ask for the probability
mp(smokes(kilian)|smokes(jakob), smokes(kilian), do(—smokes(jakob)))
that Kilian would smoke if Jakob were not smoking, i.e. if we additionally consider the intervention
i:= {—smokes(jakob)}.

As the evidence e and intervention i contradict each other, this is a counterfactual query. Hence,
we are interested in the alternative worlds w® that satisfy our intervention i — where Jakob does
not smoke — while minimally deviating from the observed real world w”, where both Jakob and
Kilian smoke.

To represent the alternative worlds w®, we proceed like Balke and Pearl (B), i.e. we build mod-
ified twin programs:

First, we make two copies J%7 of the non-abducibles J:= P\ A and set u¥" = u for all ab-
ducibles u € 2, yielding maps _/" of literals, (weighted) clauses, truth value assignments, etc.
Here, the superscripts a/r denote the alternative and real worlds, indicating that everything un-
explained remains unchanged in the alternative worlds. The twin program P7 := (PT, A, D) is
then obtained by replacing the LPMIN program P in P with the program PT := P® U P". Finally,
to model the constraint i on the alternative world, we follow Pearl (41]) and intervene in the twin
program PT according to i%, resulting in the modified twin program PL := (P{. UP" 2 ®).
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Example 3.3.2. Recall the weighted abductive logic program P := (P, 2, ®) of Example

A= {spontaneously_smokes(jakob), spontaneously_smokes(kilian)}
¢ = {(In(0.2), spontaneously_smokes(jakob)),

(In(0.8), =spontaneously_smokes(jakob)),

(In(0.2), spontaneously_smokes(kilian)),

(In(0.8), ~spontaneously_smokes(kilian))}

00, smokes(jakob) < spontaneously_smokes(jakob))

(
(00, smokes(kilian) < spontaneously_smokes(kilian))
(In(2), smokes(jakob) « smokes(kilian))

(

In(2), smokes(kilian) < smokes(jakob))
In Example [3.3.1] we are interested in the alternative worlds w® that satisfy the intervention
i:= {—smokes(jakob)},
while minimally deviating from the observed real world w”, where we observe
e := {smokes(jakob), smokes(kilian)}.
To represent these alternative worlds w®, we first build the twin program P7 := (PT A, ) by

replacing the LPMN program P with the program P7 below, where we write s_smokes /1 instead
of spontaneously_smokes/1.

P 00, smokes(kilian)® < s_smokes(kilian))

)
)

In(2), smokes(jakob)® < smokes(kilian

00, smokes(kilian)” + s_smokes(kilian))
)

In(2), smokes(jakob)” < smokes(kilian

") )
") )
Next, we model the constraint i on the alternative worlds and intervene according to i?, i.e. we
further replace PT with the following LPM*N program P~ a«, yielding the modified

( (
(00, smokes(jakob)” < s_smokes(jakob) (00, smokes(jakob)® < s_smokes(jakob)
( (
( (

) )
In(2), smokes(kilian)” < smokes(jakob) In(2), smokes(kilian)® + smokes(jakob)

—smokes(jakob)
weighted abductive logic program PL, := (PL, A, ®).

Pl : (oo, smokes(kilian)" < s_smokes(kilian)) (oo, smokes(kilian)® < s_smokes(kilian))
)

00, smokes(jakob)” < s_smokes(jakob)
")

(
(
(In(2), smokes(jakob)” < smokes(kilian
( ") (In(2), smokes(kilian)® + smokes(jakob)®)

)
)

In(2), smokes(kilian)” <+ smokes(jakob

However, if we have no constraint on the alternative world, i.e., if i = @, the real and alternative
world coincide, and we should recover the conditional probabilities, that is, we declare the following
law to hold.

Law 10 (Consistency of Counterfactual Reasoning). For every formula ¢ and for each assignment
of truth values e on a subset of propositions E C P\ A we find mp(p|e) = mp(¢|e, do(()).

If we naively proceed like Balke and Pearl (5) and compute counterfactual probabilities by
setting mp(¢|e, do(i)) := mpr (¢*|€"), unfortunately we obtain results contradicting Law
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Example 3.3.3. In Example we find that
mpr (smokes(kilian)®|(smokes(kilian)") = 41/44 # 1 = wp(smokes(kilian)|(smokes(kilian)).
Note that considering no intervention, that is, i := (), we find ]P’;F =PT.

Example 3.3.4. Assume Felix and Kailin are drinking tea while the bell rings. If Kailin or
Felix hears the bell, one of them stands up to open the door while the other remains seated.
Now we denote by feliz the event that Felix stands up to open the door and by kailin the
event that Kailin stands up to open the door. This could result in the weighted abductive logic
program P := (P,2(, ®) which is given by the LPM"*N program P

(00, felix <+ —kailin,u) (00, kailin < —feliz,v),
the abducibles 21 := {u,v} and the a priori knowledge

D= {(7 111(2), ’U,)7 (7 ln(2)v _‘u)a (7 111(2)7 U)v (7 111(2), _\’U)}.
We then find the probability
mpr (felix®| felix™) = 0.75 £ 1 = wp(felix| felix).

Consider a consistent 2-structure e. Further, let wiq,...,w, be the stable models w of IP’?;
with mpz (w) > 0 and explanation e. As the real and the alternative worlds w; N9%/" share the

same abducibles, we conclude from Examples and that the modified twin program PZ,

fails to distribute the mass of the explanation mpr (¢|e”) = mp(e|e) to the alternative worlds w; NP*

correctly. In particular, the uncertainty in the LPMMN program P{. lacks an explanation in

terms of the abducibles 2, making it infeasible to use the principle of indifference in Law [3]
Parametrization [4] and Pf. for distributing the mass mp(¢e|e) to the alternative worlds w; N P°.
However, there is no reason to doubt in the alternative worlds w; N*PB* or the hard constraints
of P{.. Therefore, we propose to estimate the counterfactual probability 7p(¢|e, do(i)) as follows:

Intervene in P according to i and obtain the modified program P; := (P;, 2, ®). Since the
stable models and hard constraints of the LPM™N program P{. = P; stay correct regarding the
alternative worlds w; NP, we propose the estimate | < 7w(¢|e,do(i)) < u, where

l:= g 7p(€le, consistent(P;)) and u := E mp(€le, consistent (P;)). (3.8)
€ 2A-structure € RA-structure
mp, (¢le)=1 mp, ($le)>0

Here, P; denotes the abductive closure of the program P;. Hence, like the Credal Semantics of
Cozman and Maud (I8 [I7), we propose to answer counterfactual queries on general weighted
abductive logic programs with a range of possible values, i.e. mp(¢p|e, do(i)) € [I, u].

Remark 3.3.1. If we find for the evidence e that 7(e) = 0, we obtain 7(¢|e,do(i)) = 0 for every

assignment of the truth value i on propositions I C 3\ 2.

Example 3.3.5. If we apply our procedure to Examples[3.3.3 and [3:3.4] we obtain the statements
w(smokes(kilian)|smokes(kilian),do(D)) € [0.75,1] and w(feliz|felix,do(D)) € [0.5,1], aligned
with Law [0

Example 3.3.6. In the case of Example we obtain a sharp probability

11
m(smokes(kilian)|smokes(jakob), smokes(kilian), do(—smokes(jakob))) = 9

that Kilian would smoke if Jakob were not smoking. If we observe, however, that nobody is
smoking, we only obtain the trivial statement that Kilian would smoke if Jakob were smoking
with a probability

7 (smokes(kilian)|~smokes(jakob), ~smokes(kilian), do(smokes(jakob))) € [0, 1].
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Recall that we interpret a weighted abductive logic program P := (P,2(, @) as a two-step
procedure. The LogLinear model ® describes our factual knowledge of the world outside the
model as a random experiment where we choose a possible explanation € leading to the possible
worlds Qe := {w stable model of P with explanation €}. Further, the weights in P correspond to
weak constraints in the constraint part of a weighted abductive causal theory and express our
degree of belief in choosing a concrete world w € Q]e. However, the selection of this concrete
world w € Qe remains unexplained by the program P.

To derive a counterfactual probability mp(¢|e,do(i)), we use evidence e to learn about the
possible explanation e of the possible worlds in QJe, i.e., we replace the factual knowledge about
the world outside our model encoded in ® with the distribution mp(_|e). In addition, we replace
the LPMIN program P by the modified program P; to ensure the constraint i on the alternative
worlds. As the selection of a concrete alternative world

w® € 0%e := {w stable model of P; with explanation €}

is not explained by the program P, we can only estimate the probability 7p(¢|e, do(i)):

If 7p, (¢le) = 1, we necessarily choose an alternative world that satisfies the query ¢. In
particular, knowing about e already enforces the query ¢ in the alternative world, that is, mp(e|e)
contributes to the lower bound [. If mp (¢[e) > 0, we have the possibility to choose a world that
satisfies the query. In particular, knowing about € could lead to an alternative world satisfying
the query ¢, i.e., mp(e|e) contributes to the upper bound w. Finally, we account for information
about the world outside the model provided by the causal explanation of the alternative world.
By posing a counterfactual query, we a priori assume that the state of the world outside the model
is not inconsistent with the causal description of the alternative world. Hence, we only consider
explanations consistent with our causal knowledge encoded in P; and condition on consistent(IP;)
in the definition of the upper bound « and the lower bound I.

Remark 3.3.2. If one does not want to assume that the state of the world outside the model
is consistent with the causal description of the alternative world encoded in P;, one could multi-
ply u and [ with 7p(consistent(IP;)) to obtain the corresponding lower and upper bounds of the
counterfactual probability mp(¢|e, do(i)).

3.4 The Causal Interpretation of Statistical Relational Ar-
tificial Intelligence

In this section, we adopt the viewpoint that weighted abductive logic programming is the most
general formalism for causal reasoning, emerging from Laws [I] - — [ and Parametrization
We now study its relationship with other formalisms in statistical relational artificial intelligence.
However, before doing so, we transfer the results of Section to the non-ground case.

Non-Ground Weighted Causal Reasoning

We aim to extend weighted abductive causal theories to capture relations in a given domain,
providing causal interpretations for formalisms in statistical relational artificial intelligence. As
in the case of Markov logic networks (46) in Section to define a semantics via grounding,
we represent these relations using quantifier-free formulas ¢ in the fragment of relational first-
order logic, which allows no quantifiers, no function symbols, and only finitely many constant and
predicate symbols. These expressions are combined to weighted constraints (w, ¢) or weighted
causal rules of the form (w,¢ = ) for w € R. Similarly to the propositional case, we do not
allow nested expressions of the form ¢ = ¢ = p = .... A weighted abductive causal theory is
a triple T := (A, 24b, @), where A is a finite set of weighted causal rules, 2b is a set of literals
and ® is a Markov logic network in the pure abducibles, that is, in all positive literals p € b
with —p € b. Similarly to non-ground LPM*N programs (35)), we proceed by grounding to obtain
the corresponding semantics.
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Let A be a relational first-order alphabet. A weighted causal rule (w, R) consists of a
weight w € RU {oo} and a literal causal rule R. For a ground substitution v the corresponding
ground instance is given by (w, RY). Further, a weighted causal theory A is a finite set of
weighted causal rules, and the grounding A of A is given by the set of all ground instances of
weighted rules in A. Finally, a weighted abductive causal theory T := (A, 2b, ®) consists of
a weighted causal theory A, a set of literals b called abducibles, and a Markov logic network ®
in the pure abducibles, i.e., it only mentions atoms p € b with —p € 2Ab. The grounding of T
is defined as T := (A, 2Ab <I>); we say that the theory T has default negation if its grounding T
has and we associate with T the distribution 7p(-), which is the explanatory semantics of the
grounding T.

Example 3.4.1. Recall the abductive causal theory T := (A,2) in Example
Ab = {spontaneously_smokes(X), —spontaneously_smokes(X), nsmokes(X)}

A= {spontaneously_smokes(X) = smokes(X),
smokes(X) = smokes(Y)}
Assume we are unsure whether Kilian and Jakob influence each other to smoke and assume that
everyone smokes spontaneously, independently, with a probability of 0.2. This could result in the
weighted abductive causal theory T := (A, 2(b, &) which consists of the weighted causal theory
A= {(o0, spontaneously_smokes(X) = smokes(X)),
(In(2), smokes(X) = smokes(Y))}

the abducibles
Ab = {spontaneously_smokes(X), ~spontaneously_smokes(X), nsmokes(X)},
and the Markov logic network
® = {(In(0.2), spontaneously_smokes(X)), (In(0.8), ~spontaneously_smokes(X))}.

The semantics of T is given by the semantics of the propositional weighted abductive causal

theory T := (A, 2, ).

A= { (00, spontaneously_smokes(jakob) = smokes(jakob)),
{(c0, spontaneously_smokes(kilian) = smokes(kilian)),
(In(2), smokes(jakob) = smokes(jakob))}
(In(2), smokes(jakob) = smokes(kilian))}
(In(2)
(In(2)

(
2), smokes(kilian) = smokes(jakob))}
In(2), smokes(kilian) = smokes(kilian))}

)
o
i

{spontaneously_smokes(jakob),
—spontaneously_smokes(jakob),
spontaneously_smokes(kilian),
—spontaneously_smokes(kilian),
—smokes(jakob), ~smokes(kilian)}

d = {(In(0.2), spontaneously_-smokes(jakob)),

0.2

(In(0.2), spontaneously_smokes(kilian)),
(In(0.8), —~spontaneously_smokes(jakob)),
(In(0.8)

, mspontaneously_smokes(kilian))}
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A weighted abductive logic program is a tuple P := (P, 2(b, @), consisting of an LpMLN

program P, a set of atoms b and a Markov logic network ®. The grounding of P is then
given by P:= (P,2(b,®) and we associate to P the distribution mp(_) that corresponds to its
grounding P. Lastly, the Bochman transformation of a weighted abductive causal theory with
default negation T := (A, b, @) is the weighted abductive logic program

P(T) := ({(Uhp < @)} (w,¢=p)ea, {atoms in Ab}, <I>).

Example 3.4.2. The Bochman transformation of the weighted abductive causal theory T in
Example is the weighted abductive logic program P(T) := (P, b, ®) consisting of the LPM™N
program

P: (00, smokes(X) < spontaneously_smokes(X))
(In(2), smokes(Y') + smokes(X))

the abducibles b := {spontaneously_smokes(X)} and the Markov logic network
® := {(In(0.2), spontaneously_smokes(X)), (In(0.8), ~spontaneously_smokes(X))}.

As the semantics of both weighted abductive causal theories and weighted abductive logic
programs is defined by grounding, we can conclude that Theorem [3.2.2) remains valid in the
non-ground case. Weighted abductive logic programming thus emerges as a formalism specifically
designed for causal reasoning. Hence, we define a causal interpretation of a framework in statistical
relational artificial intelligence as follows.

Definition 3.4.1 (Causal Interpretation). A causal interpretation C(_) of a framework that
extends logic with probabilities is an embedding into weighted abductive logic programming.

Subsequently, we propose causal interpretations for the formalisms presented in Section [2.2

3.4.1 A Causal Interpretation of Markov Logic Networks
We propose to interpret a Markov logic network ® as the weighted abductive logic program
C(®) := (@, {atoms occurring in ¢}, ®).

As @ provides no causal explanations; all knowledge is a priori knowledge, not supporting
queries about external interventions and counterfactuals.

3.4.2 A Causal Interpretation of LPM*N Programs

We interpret an LPMIN program P as the weighted abductive logic program C(P) := (P,0,0), i.e.,

the uncertainty captured in the soft weights w € R is not explained. Suppose P is propositional.
In that case, it allows us to answer queries about the effect of external interventions i by querying
the modified program P; in Definition However, for counterfactual reasoning, we obtain
the following result.

Proposition 3.4.1. We obtain mc(p)(¢|e,do(i)) = 0, w(¢|e,do(7)) = 1, or mc(p)(¢|e, do(4)) € [0, 1]
for every counterfactual query w(¢|e,do(7)).

Proof. As C(P) has no abducibles, i.e. 2 = () we find that @ is the only 2-structure with 74 (0) = 1.
Assuming that we find 0 < 7p,(¢) < 1, we therefore obtain [ = 0 as the lower bound and u =1
as the upper bound of the counterfactual probability mcp)(¢le,do(i)). If mp,(¢) = 1, we ob-
tain w = [ = 1. Finally, if 7p,(¢) = 0, we obtain u =1 = 0. O

Remark 3.4.1. We conclude that LPM™N programs seem to be the right way to represent Boolean
causal Bayesian networks (41}, §1.3) in probabilistic logic programming.



3.4 The Causal Interpretation of Statistical Relational Artificial Intelligence 93

3.4.3 A Causal Interpretation of ProbLog Programs

Assume P is a ProbLog program. In this case, we interpret P as the weighted abductive logic
program C(P) := (P, 2, ®), where P’ := {(c0,C): C € LP(P)}, % := {u(RF) : RF € Facts(P)},
and ® := {(In(7r(RF)),u(RF)), (In(1 — 7(RF)),u(RF)): RF € Facts(P)}.

Example 3.4.3. Recall the ProbLog program P in Example [2:2.49]

Random facts Facts(P):
0.5 :: spontanously_smokes(X)

Underlying Logic Program LP(P) :
smokes(X) + spontanously_smokes(X)
smokes(Y') < smokes(X)

The program P is interpreted as the weighted abductive logic program C(P) := (P’,2, ®) con-
sisting of the LpMLN program

P : (00, smokes(X) + spontanously_smokes(X))
(00, smokes(Y') < smokes(X)),

the abducibles 2 := {spontanously_smokes(X)}, and the a priori knowledge
®:=  {(In(0.5), spontanously_smokes(X)), (In(0.5), ~spontanously_smokes(X))}.

As desired, the causal interpretation preserves the semantics of the ProbLog program P.
Proposition 3.4.2. For every structure w, we find mp(w) = Tc(p)(w).

Proof. We may, without loss of generality, assume that P is a ProbLog program in a propositional
alphabet 3. Observe that a choice € is consistent if and only if it corresponds to a consistent
structure with respect to C(P), that is, consistent(P) = consistent(C(P)).

Let € C 2 be a consistent choice and let wy,...,w, be the stable models of the logic pro-
gram LP(P)Ue. One verifies that wi,...,w, are also the stable models w with 7¢(py(w) # 0 of
the causal interpretation C(P) with explanation e and that ® induces the same distribution 7 on
the error terms in A as the ProbLog program P. Hence, applying Parameterization [4] and the
principle of indifference in Law [3] we can conclude the desired result:

- (€| consistent (P)) = mps(w;le) - 7 (€| consistent(C(P)) = m¢(p)(wi)

SRS

mp(w;i) =
O

From now on, we assume that P is a ProbLog program in a propositional alphabet 3. Our
causal interpretation of the ProbLog program P gives rise to the following notion of external
intervention.

Definition 3.4.2 (Intervention in a ProbLog program). Let i be a truth value assignment on
the propositions I C 3. In this case, we model the external intervention of forcing i with the
modified ProbLog program P;, which is defined by the modified logic program LP(P); and
the random facts Facts(P).

Remark 3.4.2. This is the same notion of intervention that Riickschlof and Weitkdmper (49)
introduce for acyclic ProbLog programs.
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Example 3.4.4. Recall the ProbLog program P in Example

Random facts Facts(P):
0.5:u1 0.6 ::ug 0.7 ::ug 0.1 ::ug 0.8 us 0.3 ::ug 0.9 :: uy
Underlying Logic Program LP(P) :

cloudy <+ uy

rain < cloudy, us

sprinkler < —cloudy, us sprinkler < cloudy, u,
wet < rain, us wet < sprinkler, ug

slippery < wet, uy

Assume that we manually turn the sprinkler off (on) in the situation of the program P. This means
that we intervene according to the truth value assignment i := {—sprinkler} (i:= {sprinkler}),
resulting in the modified ProbLog program P;.

Random facts Facts(P;):

0.5:u; 0.6 ::ug 0.7 ::uz 0.1 ::uy 0.8 ::us 0.3 ::ug 0.9 :: uy

Underlying Logic Program LP(P;) :

cloudy < uq

rain < cloudy, us

(sprinkler)

wet <« rain, us wet < sprinkler, ug

slippery < wet, uz.

As intended, our concept of intervention, as defined in Definition [3.4.2] aligns with the causal
interpretation C(_).

Proposition 3.4.3. For every truth value assignment i of propositions I C P, we observe that
the corresponding modified programs satisfy C(P;) = C(P);. O

Further, we obtain the following counterfactual reasoning.
Definition 3.4.3 (Counterfactual Reasoning in ProbLog). Let e,i be truth value assignments on

the subsets of propositions E,I C B, respectively. Further, let ¢ be a formula. In this case, we
define

u = E 7p (€|e, consistent(P;))  and l:= E 7p (€|e, consistent(P;)).
€ choice e choice
mp; (¢]€)>0 mp; (dle)=1

We then obtain for the probability that ¢ would be true if we had intervened according to i before
observing the evidence e that mp(¢|e, do(i)) € [I,u].

Example 3.4.5. Assume that Kailin and Felix drink tea and the bell rings. If Kailin or Felix
hears the bell, one of them stands up to open the door while the other remains seated. This can
be modeled with the following ProbLog program P.

Random facts Facts(P):

0.5 ::uy 0.5 :: ug

Underlying Logic Program LP(P) :
feliz «+ —kailin, uy

kailin < —felix,us
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As in Example we then obtain mp(feliz|felixz,do(0)) € [0.5,1], which is consistent with
Law Further, assume that Felix answers the door; in this case, Kailin would have answered
the door with probability mp (kailin|feliz,do(—feliz)) = 0.5 if he had not opened the door.

As intended, the causal interpretation C(_) is consistent with counterfactual reasoning.

Proposition 3.4.4. For any truth value assignments e, i on subsets of propositions E, I C B, we
have lp = lc(py and up = uc(p), where Tp(¢|e,do(7)) € [lp, up] and mc(p) (Pl e, do(3)) € [lc(p), uc(p)ls
as discussed in Section [3.3 and defined in Definition [3.7.3 O

We are now interested in ProbLog programs P that assign a precise value to each counterfactual
probability (¢|e, do(i)).

Definition 3.4.4 (ProbLog Programs with Full Explanation). A ProbLog program P offers full
explanation if, for every choice € with 7(e) > 0 and for every assignment of truth values i in a
set of propositions I C B, the logic program LP(P); U € has at most one stable model w.

Proposition 3.4.5. Every ProbLog program P with a stratified logic program LP(P) provides full
explanations.

Proof. The desired result follows from Theorem and the observation that for every truth
value assignment i on a set of propositions I C P8 the program LP(P); is again stratified. O

Example 3.4.6. The acyclic ProbLog programs in Example[3.4.4] provide full explanation, whereas
the program in Example does not provide full explanations.

Now, ProbLog programs providing full explanation are those that answer each counterfactual
query with a sharp probability.

Theorem 3.4.6. The ProbLog program P answers every counterfactual query w(p|e,do(z)) with
a sharp probability if and only if it provides full explanation. In other words, we find

m(¢le,do(3) :==1=u
for all estimates in Definition[3.7.3 if and only if the program P provides full explanation.

Proof. As P provides full explanation, for every consistent choice € with m(e) > 0 there exists a
unique stable model w of the modified logic program LP(P); Ue. Hence, we find

1, ifwE®
re(@le) = -
0, else
and we conclude
l= Z 7p (€|e, consistent(P;)) = u.

€ consistent choice
w stable model of LP(P);Ue

wi=¢
Further, assume the ProbLog program P does not provide full explanation, i.e. there is a truth
value assignment i and choice € with 7(e) > 0 such that the modified logic program LP(P); Ue has
two stable models wy /2, i.e. 0 < 7p, (wile) < 1. We find for the estimates I < u of 7(w1|ws, do(i))
that I =0 and v = 7p(€lwy) = 1. O

Theorem [3.4.6] states that within ProbLog, programs providing full explanation exactly repre-
sent the probabilistic Aristotelian knowledge necessary for well-defined counterfactual reasoning,
i.e., reasoning that yields a unique probability for every counterfactual query. For ProbLog pro-
grams that offer full explanations, we can further adapt the twin network method proposed by
Balke and Pearl (B) to compute these counterfactual probabilities. Let us start by defining twin
programs.
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Definition 3.4.5 (Twin Program). Create two copies, " and 3¢, of our propositional alphabet 3
— one to represent the real world and the other to represent the alternative world. Further,
set u(RF)® := u(RF)" := u(RF) for all RF € Facts(P), establishing mappings _*/" for formulas,
truth value assignments, programs, etc. The twin program P7 of P is then the ProbLog program
defined by LP (PT) .= LP(P)® ULP(P)" and Facts (PT> = Facts(P).

Example 3.4.7. Recall the ProbLog program P in Example

Random facts Facts(P):

0.5:u; 0.6::ug 0.7 ::u3 0.1 ::ug 0.8 ::us 0.3 ::ug 0.9 :: uy

Underlying Logic Program LP(P) :

cloudy < uy

rain < cloudy, us

sprinkler < —cloudy, us sprinkler < cloudy, uy
wet < rain, us wet < sprinkler, ug

slippery < wet, uy
We obtain the following twin program P of the program P.

Random facts Facts(P7):
0.5:u; 0.6 ::ug 0.7 ::uz 0.1 ::ug 0.8 ::us 0.3 :: ug 0.9 :: uy
Underlying Logic Program LP(P7) :

cloudy” < u cloudy® <+ uy

rain” < cloudy”, us rain® < cloudy®, us
sprinkler” < —cloudy”, us sprinkler® < —cloudy®, us
sprinkler” < cloudy”, uy sprinkler® < cloudy®, uy
wet” < rain”, us wet® < rain®, us

wet” < sprinkler”, ug wet® < sprinkler®, ug
slippery” < wet”  ur7 slippery® < wet®, uy.

Twin programs allow us to compute counterfactual probabilities.

Lemma 3.4.7. Let P be a ProbLog program that offers full explanation. For every choice € and
every truth value assignment © on a set of propositionts I C B we find

7p(e| consistent(P;)) = 7pr (e).

Proof. Denote by 7 the distribution on the choices of P, P; and Pij;, respectively, that is induced
by the random facts in Facts(P) = Facts(P;) = Facts(P}).

Let € be a choice of P that is consistent with respect to both programs P and P;. In this case,
we obtain unique stable models w; of LP(P); U e and w of LP(P) Ue. We observe that w” U w{
yields a stable model of Pij;, that is, € is consistent with respect to Piq;.

If € is a consistent choice of Pl, we obtain a unique stable model w of LP(PL) Ue. Now
we observe that w N P* yields a stable model of LP(P;) U e and w N P" yields a stable model
of LP(P) Ue. Hence, € is consistent with respect to both the programs P and P;.

In summary, we find consistent(P}.) = consistent(P) N consistent(P;) and

7p (€] consistent(P;)) = (€| consistent(P;), consistent(P;)) = 7 (e| consistent (P )) = mpr)(€)

for all choices € of P. O
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Theorem 3.4.8. If the ProbLog program P provides full explanation, we have

mp(|e, do(2)) = TP, (¢“le")
for every formula ¢ and every truth value assignments e, i on sets of propositions E, I C 3.

Proof. Let us calculate.

mp(gle,do(i)) = E 7p (€|e, consistent(P;)) =
e consistent choice of P and P;
w stable model of LP(P);Ue
wEo

= E p (€|e, consistent(P;)) =
e consistent choice of P and P;
wj stable model of LP(P);Ue
w stable model of LP(P)Ue
wi=e, wiF¢

1
= istent(P;)) =
7p (€| consistent(P;)) Z me (€, ef consistent(Ps))

e consistent choice of P and P;
wj stable model of LP(P);Ue
w stable model of LP(P)Ue

wl=e, wilE=d

1
= Z 7p (€| consistent(P;

)) Lemm:a 13.4.77
7p (e| consistent(P;))

e consistent choice of P and P;
wj stable model of LP(P);Ue
w stable model of LP(P)Ue

wi=e, wil=¢

1
= : Z Tp1, (€) =
P (e| COHSIStent(Pi)) € consistent choice "
w stable model of LP(PT);aUe

wie”, wio®
= mpr (¢, €") - mp (e, consistent (P;)) ™" =
-1

= mpz, (¢, €") Z 7p (€| consistent(P;)) N
e consistent choice
w stable model of LP(P)Ue
wl=e
-1

mpT (¢, €")
= mp1 (¢, €") 3 mpr(e) | = 2 = (0%e7)

Tpr (€"
€ consistent choice Pia ( )

w stable model of LP(PT);aUe
wl=e”

Kiesel et al. (34) employ Theorem to compute counterfactual probabilities for acyclic
ProbLog programs. Notably, Kiesel’'s WHATIF solver extends his aspmc solver, utilizing Theo-
rem to calculate counterfactual probabilities.

Example 3.4.8. In Example we may observe the evidence e := {sprinkler, slippery}
that the sprinkler is on and that the road is slippery. Assume now that we are interested in
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the counterfactual probability 7 (slippery|sprinkler, slippery, do(—sprinkler)) for the road to be

slippery if the sprinkler were off. In this case, we query the modified twin program stp,.inkl”a
Random facts FaCtS(stprinkleTa):
0.5:u; 0.6 ::ug 0.8 ::uz 0.1 ::ug 0.7 ::us 0.3 :: ug 0.9 :: uy
Underlying Logic Program LP(PIsprinklera) :
cloudy” < u cloudy® <+ uy
rain” < cloudy”, us rain® < cloudy®, us

sprinkler” < —cloudy”, us

sprinkler” < cloudy”, uy

wet” < rain”, us wet® < rain®, us
wet” < sprinkler”, ug wet® < sprinkler®, ug
slippery” « wet"  uy slippery® < wet®, uz.

for the probability

w(slippery|sprinkler, slippery, do(—sprinkler)) = w(slippery®|sprinkler”, slippery”™) = 0.140...

Lastly, we describe the fragment of weighted abductive logic programming that corresponds
to ProbLog. To this aim, we recall Reichenbach’s common cause principle: “If an improbable
coincidence has occurred, there must exist a common cause.” (45, Ch. 19) In other words, two
random variables are dependent either because of a causal relationship or because they share
a common cause. Here, we weaken this principle and assert that all dependencies stem either
from a causal relationship or from a common cause or from deriving contradictions with causal
reasoning. We say that a weighted abductive logic program explains all dependencies if there is
no uncertainty in its clauses and if the prior knowledge ® interprets the abducibles as mutually
independent random variables.

Definition 3.4.6 (Explaining Dependencies). A weighted abductive logic program P := (P, 2, @)
explains all dependencies if for every weighted clause (w,C) € P we find w = oo and if ®
interprets the abducibles 2 as mutually independent Boolean random variables.

We now obtained that every weighted abductive logic program that explains all dependencies
corresponds to a ProbLog program and vice versa.

Proposition 3.4.9. Let P := (P,2, ®) be a weighted abductive logic program that explains all de-
pendencies. In this case, there exists a ProbLog program P such that the causal interpretation C(P)
yields the same answer to every query as P and vice versa.

Proof. Since the abducibles 2 are interpreted as mutually independent random variables, we
may, without loss of generality, assume that ® := {(In(7(w)), u), (In(1 — 7(w)), ) : u € A}. Now
let P’ be the ProbLog program that is given by the logic program LP(P’) := {C : (o0, C) € P} and
by Facts(P’) := {n(u) :: u : u € A}. We then find C(P) = P as desired. For the other direction, we
observe that the causal interpretation C(P) of each ProbLog program P explains all dependencies.

O

Remark 3.4.3. Similarly, ProbLog programs correspond to the Bochman transformations of
Boolean causal models that interpret the external variables as mutually independent error terms.

In conclusion, our discussion in this section and Section [3.3]leads to the following understand-
ing: Representing (probabilistic) Aristotelian knowledge by weighted abductive logic programs,
ProbLog programs, which offer full explanation, precisely capture Aristotelian knowledge that is
necessary for well-defined counterfactual reasoning in the sense of Pearl (41)), i.e., reasoning that
yields a unique probability for every counterfactual query.
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3.4.4 A Causal Interpretation of Logic Programs with Annotated Dis-
junctions

Here, we aim at a causal interpretation of LPADs (62]). We focus on propositional LPADs, as the
semantics of non-ground LPADs is defined by grounding. Therefore, our results easily extend to
the non-ground case. Fix a propositional alphabet 8 and assume P is an LPAD. We interpret P
as the weighted abductive logic program

CP) := (P, A, @),

where P’ := {(00, h,(c)(C) + body(C) U {c}): C € P,o selection,o(C) #L}, A is the set of
selections, and ® consists of the weak constraints (In(7 (o)), o) for the selections o along with hard
constraints indicating mutual exclusivity among selections. In this context, we observe that C(.)
preserves the semantics of P, that is, 7p(¢) = m¢(p)(¢) for all formulas ¢. In the propositional case,
we obtain the notion of intervention discussed in Section 2:3.2] and the counterfactual reasoning
introduced in Procedure[2:3.1] Furthermore, we note that the LPAD and ProbLog transformations,
as defined in Definition [2.2.31] and [2.2.32] respectively, preserve the outcome of counterfactual
queries.

Lemma 3.4.10. Choose a literal I € {p,—p} for a proposition p € P.

i) In the situation of Theorem for every choice € € e(o) the logic program P] and the
logic program LP(Prob(P)); U e yield the same stable models.

it) In the situation of Theorem for every selection o of LPAD(P), the program LPAD(P){
and the program LP(P); U e(o) yield the same stable models.

Proof. We provide only a proof for i) since ii) can be proven analogously. From Theorem
we deduce that the programs P? and LP(Prob(P)) U e share the same stable model w. Due to
the modular nature of logic programs, this behavior remains unchanged if we eliminate all clauses
with p in the head of both programs. Finally, the desired behavior is not disturbed by adding the
fact p to both programs. O

Theorem 3.4.11 (Consistency with ProbLog — Part 1). Let I and E be subsets of propositions
i P, each associated with the assignment of truth values i1 and e, respectively. Additionally, fix
a formula ¢ and assume that the logic programs P° and P] produce unique stable models w(o)
and w;(o), respectively, for all selections o of P. In this context, we have

mp(¢le, do(7)) = Tprob(p) ()€, do(d)).

Proof. By Theorem and Lemma |3.4.10} the right-hand side of (2.11]) for P is the sum of
conditional probabilities 7p.on(p)(€le) for all choices € of Prob(P) such that w = e for the stable

model w of LP(Prob(P))Ue, and w; = ¢ for the stable model w; of LP(Prob(P)); Ue. These
choices correspond precisely to scenarios where the query ¢ is true after the intervention, while
the observation e is true before the intervention. Hence, Definition [3.4.3] computes the same value
as Procedure 2.3.11 O

Theorem 3.4.12 (Consistency with CP-Logic — Part 2). Revisiting the scenario described in
Theorem [3].11), and assuming that P is a ProbLog program offering full explanation, we obtain
the equality

TLPAD(P) (¢|e,do()) = mp(¢|e,do(4)).

Proof. Using Theorem instead of Theorem we can establish an analogous proof to that
of Theorem 34111 O
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However, intervening in LPADs could yield counterintuitive results.

Example 3.4.9 (Riickschlof§ and Weitkdmper (50)). Assume that we are throwing a die. We
can throw one, two, three, four, five, or six, each with a probability of 1/6. This scenario can be
modeled with the LPAD clause:

1 1 1 1 1 1
s —;two : —;th T = :—; five: —; stz =
one 5 wo 5 ree 5 four 5 five 5 six 5
Now, if we intervene by simply turning over the die to show the number four, our program is
modified accordingly:

four:1

1 ; 1 h 1 fi 1 .1
one: —;two : =;three : —; five : —;six : =
6 6 6 6 6
In particular, we obtain a probability of 1/6 for the die to show both one and four at the same
time, contradicting our daily experience.

Given that counterfactual reasoning in LPADs can be effectively modeled in ProbLog and
avoiding unrealistic results as in Example our forthcoming investigation of counterfactual
reasoning will utilize the ProbLog language instead of LPAD.

3.5 First Result: A Unifying Framework for Causal Knowl-
edge

We observe that weighted abductive logic programming is an effective tool for comparing the
causal reasoning capabilities across various frameworks within statistical relational artificial in-
telligence. Notably, ProbLog programs that provide full explanation emerge as the preferred
formalism for addressing Boolean counterfactual reasoning. In the next chapter, we delve into
a detailed exploration of the relationship between counterfactual reasoning and acyclic ProbLog
programs. Working out the causal query types, i.e. queries for the effect of external interventions
and counterfactual queries, for the non-ground case would be an interesting direction for future
work.



Chapter 4

Extracting Causal Knowledge
from Counterfactuals

Statement of Contribution

This chapter builds upon the material presented by Riickschlof and Weitkdmper (5I). Here,
Kilian Riickschlof§ contributed the main idea and proofs of all results, while Felix Weitkdmper
contributed the motivation and an example of two programs that give rise to the same counter-
factual reasoning (51, Example 14).

This chapter improves on that contribution with:
e additional examples;
e more detailed proofs, explanations, and correction of minor mistakes;

e an in-depth discussion of the assumptions underlying the results.
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In Section [3.3] we introduce counterfactual reasoning based on probabilistic Aristotelian knowl-
edge, represented by weighted abductive logic programs P := (P,2,®) in a propositional al-
phabet B. Let ¢ be a formula, and let e,i be truth value assignments on the propositions
in E;TC P\ 2, respectively. Generally, the counterfactual probability m(¢|e,do(i)) — indicating
the likelihood of ¢ holding if we had enforced i before observing the evidence e — is underdetermined
by the program P and can only be estimated within an interval m(¢|e, do(i)) € [I,u].

However, in Section we demonstrate that the probabilistic Aristotelian knowledge re-
quired to compute sharp counterfactual probabilities 7(¢|e, do(i)) is precisely provided by ProbLog
programs P that offer full explanation. In this chapter, we now investigate the relationship between
counterfactual reasoning and probabilistic Aristotelian knowledge, as stated by these ProbLog
programs. Specifically, we study the information about a ProbLog program P provided by the
counterfactual probabilities 7(¢$le,do(i)) and ask for the notion of program equivalence induced
by counterfactual reasoning.

Recall the ProbLog program P in Example

Random facts Facts(P):

0.5:u; 0.6::ug 0.7 ::u3 0.1 ::ug 0.8 ::us 0.3 ::ug 0.9 :: uy

Underlying Logic Program LP(P) :

cloudy < uq

rain < cloudy, us

sprinkler < —cloudy, us sprinkler < cloudy, uy
wet < rain, us wet < sprinkler, ug

slippery < wet, uy

Hence, we assume that it is cloudy, denoted cloudy, with probability 0.5. If cloudy, it rains,
denoted rain, with probability 0.6. The sprinkler is then switched on, denoted sprinkler, by a
weather sensor with a probability of 0.1 if it is cloudy and a probability of 0.7 if it is sunny. The
road pavement is wet, denoted wet, with a probability of 0.8 if it rains and with a probability
of 0.3 if the sprinkler is on. Finally, a wet road is slippery, denoted slippery, with a probability
of 0.9.
Based on the program P, we can compute counterfactual probabilities, such as

“ |

w(slippery | sprinkler, slippery, do(—sprinkler)) := w(slippery® | sprinkler”, slippery”) = 0.140...

indicating a likelihood of 0.140... for the road to be slippery if we had switched the sprinkler off
before observing that the road is slippery while the sprinkler is indeed on. As the program P
is acyclic, Theorem [3.4.6] guarantees that P provides a concrete value for every counterfactual
probability 7(¢|e, do(i)).

At this point, we address the following questions. What information do counterfactual prob-
abilities, such as 7 (slippery|sprinkler, slippery, do(—sprinkler)), capture about the program P?
What are the ProbLog programs P’ in the alphabet B that produce the same counterfactual
probabilities as P?

Considering the program P, we recognize that every clause in the underlying logic pro-
gram LP(P) mentions a unique error term uq,...,ug. We conclude that the error terms serve
as switches for clauses in a logic program. Suppressing the error terms, we therefore identify P
with the following ProbLog clauses, indicating that we choose these clauses independently with
the corresponding probability.

0.5 :: cloudy

0.6 :: ratn < cloudy

0.7 :: sprinkler < —cloudy 0.1 :: sprinkler < cloudy
0.8 :: wet < rain 0.3 :: wet < sprinkler

0.9 :: slippery <« wet
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Recall from Section [2:2.4] that a ProbLog program P lies in the fragment of ProbLog clauses if
each clause in the underlying logic program LP(P) mentions a unique error term. In this case, the
ProbLog program P can be represented by ProbLog clauses. This viewpoint contrasts with the
usual presentation of ProbLog, where one would introduce an extra error term for every ProbLog
clause. From this perspective, ProbLog clauses are just a syntactic sugar to conveniently represent
general ProbLog programs. In the context of causal reasoning, however, the error terms have a
semantic meaning, i.e., they capture the influence of hidden variables not explicitly modeled in our
program. Adopting this viewpoint, the fragment of ProbLog clauses should indeed be considered
as a fragment of general ProbLog programs.

In this chapter, we restrict ourselves to studying acyclic ProbLog programs within the fragment
of ProbLog clauses. Section then presents examples of such ProbLog programs that yield the
same counterfactual probabilities and introduces the notion of a proper ProbLog program in
normal form that satisfies Occam’s razor. Furthermore, in Section [£.2] we prove our main result,
Theorem [4.2.6] stating that counterfactual reasoning determines acyclic proper ProbLog programs
in normal form that satisfy Occam’s razor up to syntactic equality. Hence, we obtain a fragment
of probabilistic Aristotelian knowledge uniquely determined by counterfactual reasoning.

4.1 Knowledge Underdetermined by Counterfactual Rea-
soning

For the remainder of this chapter, we fix a propositional alphabet ¥ and restrict ourselves to
studying acyclic ProbLog programs in the fragment of ProbLog clauses.

Convention. In the following, we restrict the term ProbLog program to programs in the
fragment of ProbLog clauses that provide full explanation. In fact, we identify such a ProbLog
program with a set P of ProbLog clauses.

Furthermore, we make the assumption that Occam’s razor (23) holds, meaning that all pro-
grams P under consideration do not include clauses that are unnecessary for defining the corre-
sponding probability distribution.

Definition 4.1.1 (Occam’s Razor). A ProbLog program P satisfies Occam’s razor if every
clause PC € P has a non-zero probability, i.e. m(PC) # 0, and if the body of every clause PC € P
has a non-zero probability, i.e. w(body(PC)) # 0.

Example 4.1.1. Consider the following acyclic ProbLog programs in the alphabet 3 := {p, ¢, r, s, t}.

P,: 0.5:p 05:qg+p 0.5:r<«—p

Py 05:p 05:q+p 0.5:r+ —-p 05:s+t
Ps: 0.5:p 05:qg+p 0.5:r+-p O:s

Py: 0.5:p 05:qg+p 0.5:r+-p 0.5: 54 q,r

Note that all programs P; — P4 yield the same distribution. However, program P; satisfies
Occam’s razor, whereas programs P, — P4 do not.

We aim to specify the families of acyclic ProbLog programs satisfying Occam’s razor that yield
the same counterfactual probabilities.

Definition 4.1.2 (Counterfactual Reasoning). A counterfactual reasoning 7 on the alpha-
bet P consists of a probability 7(¢ | e,do(i)) € [0, 1] for every pair of sets of literals e and i and
for every formula ¢. According to Theorem [3.4.6] every ProbLog program P providing full expla-
nation gives rise to a counterfactual reasoning 7, which we call the counterfactual semantics
of P.

Remark 4.1.1. We identify a truth value assignment s on a set of propositions S C 8 with the
set of literals that it renders true.
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Our focus lies on acyclic ProbLog programs that adhere to Occam’s razor and exhibit identical
counterfactual semantics. Subsequently, we present two examples of such programs.

Example 4.1.2. Consider the ProbLog programs P/, in the alphabet B := {a}.
P, 05:a 0.6:a
Py 0.8:a
The programs P;/, are acyclic and satisfy Occam’s razor. Since there are only the interven-

tions ), {a} and {-a}, we further obtain that the programs P;/, have the same counterfactual
semantics if they yield the same distribution, which is indeed the case.

Example motivates that we restrict ourselves to ProbLog programs in normal form.

Definition 4.1.3 (Normal Form). A ProbLog program P is in normal form if any two distinct
ProbLog clauses PC,/, € P differ either in their heads or bodies, i.e., head(PC1) # head(PC>)
or body(PC4) # body(PCs).

Example 4.1.3. The program P; in Example is not in normal form, whereas P is.

Fortunately, it is possible to translate every ProbLog program P into an equivalent ProbLog
program in normal form.

Proposition 4.1.1. We can translate every ProbLog program P that is not in normal form to a
program P’ in normal form with the same counterfactual semantics as P.

Proof. Let P’ be the program resulting from P by replacing all clauses PCY, ..., PC,, sharing the
same head head(PC) and body body(PC) with a ProbLog clause

(1 - ﬁ(l - ﬂ(PCi))> :: head(PC') <+ body(PC).

i=1
According to Theorem for an intervention i, the counterfactual probabilities 7(¢ | e, do(i))

depend only on the probability distribution on the logic programs LP(PiT) U € induced by the
choices €. Consequently, P and P’ yield the same counterfactual semantics. O

Finally, we adapt an example credited to Lifshitz (10, Example 8.3) and derive two additional
ProbLog programs that share the same counterfactual semantics.
Example 4.1.4. Consider the following acyclic ProbLog programs in normal form, adhering to
Occam’s razor, within the alphabet P := {p, ¢}.
P,: 0.5:p lugep lug+ —p
P,: 0.5:p l:gq
Computing all counterfactual probabilities verifies that the programs P/, give rise to the same

counterfactual semantics.

Because of Example we further restrict ourselves to acyclic proper ProbLog programs in
normal form that satisfy Occam’s razor.

Definition 4.1.4 (Properness). A ProbLog program P is proper if it does not mention trivial
probabilities of zero and one, i.e. for every ProbLog clause PC € P we find «n(PC) # 0, 1.

Example 4.1.5. Recall the ProbLog program P in Example [2:2.48]

0.5 :: cloudy

0.6 :: rain < cloudy

0.7 :: sprinkler < —cloudy 0.1 :: sprinkler + cloudy
0.8 :: wet < rain 0.3 :: wet < sprinkler
0.9 :: slippery < wet

The program P is proper, whereas the program in Example is not.
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In the upcoming section, we demonstrate that counterfactual reasoning uniquely determines
an acyclic proper ProbLog program P in normal form, satisfying Occam’s razor up to syntactic
equality.

4.2 Knowledge Uniquely Determined by Counterfactual Rea-
soning

Let us consider a fixed acyclic proper ProbLog program P in normal form that satisfies Occam’s
razor. Now imagine that we have forgotten the details of the program P and only have access to
its counterfactual semantics . We aim to demonstrate that the counterfactual reasoning = alone
is sufficient to reconstruct the program P up to syntactic equality. Our starting point for this
endeavor is Lemma which assists us in identifying the structural information embedded in
the counterfactual reasoning .

Lemma 4.2.1 (Important Identities). Let P be an acyclic proper ProbLog program, and select a
proposition p € B together with two supersets

pa(p) € 51,8 CP\ {p}

of the parents pa(p) of p in the dependence graph graph(P), not containing p itself. For any two
truth value assignments s and s on S1 and Sa, respectively, we obtain the following identities.

w(p|do(sy))=m \/ u(PC) | =1- H (1-n(PC)) (4.1)

PCeP PCecP
head(PC)=p head(PC)=p
body(PC)Csy body (PC)Csy
7(p| s1,p,do(s)) =7 \YARRRTI0 ) \V  wpo)| = (4.2)
pPCeP PCeP
head(PC)=p head(PC)=p
body(PC)Css body(PC)Csy
1— d 1— d
CLenlpldo(sy) || (= n(p| do(si) s £0
- 7(p | do(s1)) 11 (1—7(PC)) (4.3)
o PCEP '
head(PC)=p
body(PC)Csi1Ns2
0 else

Proof. To prove Equation (4.1)) we observe

7 (p | do(sy)) e OrEr and 52 4 \V/  weo)|=1- ] a-=po).
PCeP PCeP
head(PC)=p head(PC)=p

body(PC)Cs: body(PC)Cs1
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Further, we turn to the proof of Equation (4.2) and (4.3). If 7(p,s;) =0, Remark

yields 7(p | s1,p,do(s2)) = 0. Otherwise, we use Theorem [3.4.8 and obtain

choice of S
m(p | s1,p,do(s2)) =g \/ u(PC) | pAsy

PCeP
head(PC)=p
body(PC)Css2

For a choice ¢, the logic program LP(P) U e has the supported model w = {p} Us; if and only if

e= \/  wron N \/  wpe) A A -u(PC).  (44)

PCEP g€y PCEP PCEP
head(PC)=p head(PC)=q g€P\(s1U{p})
body(PC)Cs1 body(PC)Cs; head(PC)=q

body(PC)Cs;

Since P is acyclic, we obtain from the independence of the error terms that

w(p|si,p,do(sz)) =7 \/ u(PC) \/ u(PC) | =
PCeP PCeP
head(PC)=p head(PC)=p
body(PC)Cs, body(PC)Cs,

=1—-7 /\ —u(PC) \/ u(PC) | =
PCcP PCcP
head(PC)=p head(PC)=p
body(PC)Cssa body(PC)Cs;

T \V  uPCi)A N u(PCy)

PC,eP PCeP

head(PC1)=p head(PC2)=p independence of
1 body(PC1)Cs1 body(PC2)Cs2 error terms &
™ \/ u(PC)
PCeP
head(PC)=p
body(PC)Cs;
1-— d
—1_ m(p | do(sz)) o \/ u(PC)
head(PC)=p
body(PC)Cs;

body(PC)Zs2
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Again, invoking the independence of the error terms, we deduce that

T N\ —uw(PC)

PCeP

head(PC)=
- \/ U(PC) —1_ body((PC))géjl —1_ 1-— 7T<p | dO(Sl))
PCcP H (1 —n(PC))
b d((zgcc*))c: o PCEP
oo o head (PC)=
bOd;(PC)ZS; i /\ _‘U(PC) bodi’?P(C)g)Slzsz
PCeP
head(PC)=p
body(PC)Cs1MNs2

O
The next proposition explicates the structural information about P uncovered by Lemma[4.2.]

Proposition 4.2.2 (Structural Information in Counterfactual Semantics). Recall the context of
Lemma |4.2.1)

i) We find w(p | s1,p,do(s2)) = 1 if and only if w(s1,p) > 0 and for every clause PC € P
with head(PC) = p and body(PC) C s1, we obtain body(PC) C ss.

it) We find w(p | s1,p,do(s2)) > w(p | do(s2)) if and only if w(p,s1) > 0 and there exists a
clause PC € P with body(PC) C 81 N sa.

Proof. We begin by proving i). Assume that we find 7 (s;,p) > 0 and body(PC) C sy for ev-
ery clause PC € P with head(PC) = p and body(PC) C sy. In this case, 7(p | s1,p,do(sz2)) =1

follows from Equations (4.1)) and (4.3) of Lemma Further, assume 7(p | s1,p,do(s2)) = 1.
In particular, we find 7(p,s1) > 0, and by properness, we have 7(p | do(s2)) < 1. Hence, Equa-

tions and yield
[T G-=po)y=1-pldoE)= ] 0-=(PO).

PCeP PCeP
head(PC)=p head(PC)=p
body(PC)Cs, body(PC)CsiNsa

Finally, from properness we deduce that body(PC) C sy for every ProbLog clause PC € P
with head(PC') = p and body(PC) C s;.

Next, we prove ii). Assume 1 > w(p|s1,p,do(s2)) > m(p | do(sz)) > 0. Again, we find
m(p,s1) > 0 and 7m(p | do(sz2)) < 1. Hence, Equations and ensure that

[[ (-=Po)<1 (4.5)
PCcP
head(PC)=p
bOdy(PC)gSlﬁSQ

and we obtain a clause PC € P such that body(PC) C s; N'sy. Finally, assume m(p,s;) > 0
and body(PC) C sy Nsy for a clause PC € P with head(PC) = p. In this case, we find that

Inequality (4.5) and Equation (4.3) yield m(p | s1,p,do(s2)) > 7(p | do(s2)). O

Furthermore, we demonstrate the necessity of the acyclicity assumption in Lemma and
Proposition i).
Example 4.2.1. Consider the following proper ProbLog program that satisfies Occam’s razor.

P: 05:a+b 05:b<«a 0.5:a.

In this case, we find 7(a | a,b,do(=b)) = 1 even though PC := (0.5 :: a - b) € P yields a clause
with body(PC) = {b}, contradicting statement i) of Proposition
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Let us now begin with reconstructing the dependence graph graph(P) from the counterfactual
semantics m of P. For a more readable presentation, we introduce the following notions.

Definition 4.2.1 (Situations and Frames). A situation for a proposition p € B is a truth
value assignment s to the remaining propositions in 9 \ {p}. For two situations s; /o we call the
number 7(p | s1,p,do(sz2)) € [0, 1] the change of situations from s; to sp. Furthermore, the
common support of s; and s, is defined by supp(sy,sz2) :={p € P : p5t = p%2} .

Given the dependence graph graph(P) of P we call a truth value assignment f to the par-
ents pa(p) of a proposition p € P a frame for p. Finally, for two frames f; /2 we call the num-
ber 7(p | f1,p, do(f2)) € [0,1] the reframing from f; to f5.

We compute the dependence graph using the following procedure:

Procedure 4.2.1 (Reconstructing the Dependence Graph). Let p € 8 be a proposition. If we
find 7(p,s) = 0 for all situations s, i.e. 7(p) = 0, we set pag(p) = . Otherwise, we compute
the smallest set pag(p) € B\ {p} such that for every two situations s;/, with 7(p,s1) > 0 we
find 7(p | s1,p,do(s2)) =1 and 7(p | s2,p,do(s1)) =1 whenever pas(p) C supp(si,s2). Finally,
we construct the graph G by drawing an arrow from every node in pas(p) to the node p.

Example 4.2.2. Recall the program P with the dependence graph graph(P) in Example [2.2.48

0.5 :: cloudy

0.6 :: rain < cloudy

0.7 :: sprinkler < —cloudy 0.1 :: sprinkler < cloudy
0.8 :: wet ¢ rain 0.3 :: wet < sprinkler

0.9 :: slippery < wet

sprinkler

TN

cloudy rain wet slippery

Assume we aim to find the parents pag,,,np)(slippery) = {wet} of slippery in the dependence
graph graph(P) of the program P. Initially, we discover that slippery is only true when it is wet,
which occurs if it rains or if the sprinkler is on. Consequently, we consider the following situations.

s1 := {cloudy, rain, sprinkler, wet} s9 := {—cloudy, rain, sprinkler, wet}
s3 := {cloudy, —rain, sprinkler, wet} s4 := {cloudy, rain, —~sprinkler, wet}
s5 := {~cloudy, —rain, sprinkler, wet} s¢ := {—cloudy, rain, —sprinkler, wet}

Upon examination, we note that w(slippery | s;, slippery,do(s;)) =1 for all 1 <14 < 6, as all rele-
vant error terms were already observed to be true. Consequently, we investigate the 30 changes of
situations (slippery | s;, slippery,do(s;)) for 1 < 4,5 < 6, i # j. The WHATIF solver (34) then
confirms that 7 (slippery | s;, slippery,do(s;)) = 1 for every change of situation under considera-
tion. We observe that all the situations s1-sg only coincide in wet, leading to

pag (slippery) = {wet} = pag, ,np)(slippery)
as the set of parents for slippery in the graph G from Procedure

Finally, we prove that Procedure actually computes the dependence graph graph(P) of P.

Lemma 4.2.3. Let P be an acyclic proper ProbLog program that satisfies Occam’s razor. In this
case, Procedure indeed computes the dependence graph G = graph(P) of P.
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Proof. Let p € P be a proposition and denote by pag(p) the parents of p in G and by pag,, ) (P)
the parents of p in the dependence graph graph(P). We show pac (p) = pagyapnp)(p)- If 7(p) =0,
we find that 7(p,s) = 0 for all situations s. Hence, by Occam’s razor, there is no clause PC € P
with head(PC) = p, and we obtain pag(p) = 0 = pagapne) ().

Further, assume m(p) > 0. If two situations s,/ with m(p,s;) > 0 coincide on the par-
ents Pag,,pnp)(p) of p in the dependence graph, by Definition we have body(PC) C s;
if and only if body(PC) C sy for every clause PC € P with head(PC) = p. Hence, Propo-
sition yields 7(p | s1,p,do(s2)) = 1 as well as m(p | sa2,p,do(s1)) = 1, and we obtain
pag(p) € Pagrapn(p) (P)-

Next, we need to show that pag(p) 2 Pagapn(p)(p)- Let b € pag,,pnp)(p). By Definition|2.2.33]
there exists a clause PC' € P with {b, =b}Nbody(PC) # . According to Occam’s razor, body (PC
extends to a situation s; with 7(p,s1) # 0. Set s := (s1 \ {b,=b}) U ({b,-b} \ s1), i.e., the
situations sy 5 only differ in the truth value for the proposition b € *B. Finally, we apply Proposi-
tion to obtain 7(p | s1,p,do(s2)) < 1. Hence, from the construction of sy, we may conclude
that b € pac(p) as desired. O

With the dependence graph available, our next goal is reconstructing the clauses in the pro-
gram P. Let us consider a proposition p € B to compute the clauses defining p. We begin with
the following notion.

Definition 4.2.2 (Clause Search Graph). The clause search graph Search(p) of p is an undi-
rected graph on the frames f of p with 7(p,f) > 0. It is given by drawing an edge f; — f5 if and
only if w(p | f1,p,do(f2)) > 7(p | do(fz)). Finally, we equip each edge f; — f5 with the label f; Nf;.

Remark 4.2.1. Since P satisfies Occam’s razor, we do not find any clause PC' € P such
that body(PC) C f for a frame f with «(p,f) = 0.

Example 4.2.3. Recall the program P with the dependence graph graph(P) in Example [2.2.48

0.5 :: cloudy

0.6 :: ratn < cloudy

0.7 :: sprinkler < —cloudy 0.1 :: sprinkler < cloudy
0.8 :: wet < rain 0.3 :: wet < sprinkler

0.9 :: slippery < wet

sprinkler

TN

cloudy rain wet slippery

Assume we already know the dependence graph graph(P) of the program P and want to recover
the clauses defining wet. Note that there are three frames f with 7(wet, f) > 0:

f) := {rain, sprinkler} fo := {—rain, sprinkler} f5 := {rain, ~sprinkler}

The WHATIF solver (34)) yields m(wet | f;, wet do(f;)) = 1 > w(wet | do(f;)) for 1 <4 < 3, and we
obtain

m(wet | f1,wet,do(fz)) = 0.3488... > 0.3 = w(wet | f3)

m(wet | f1,wet,do(fs)) = 0.9302... > 0.8 = w(wet | f5)

m(wet | f2, wet,do(fs)) = 0.8 = w(wet | f3).

This yields the following clause search graph Search(wet).
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A

Now that we have the clause search graph, let us uncover the first clause defining p, which we
denote as PCy p.

Lemma 4.2.4 (Finding a Clause). Let P be an acyclic proper ProbLog program in normal form.
Let bodyy ,, = f; N fy be a minimal label of an edge f; — f in the clause search graph Search(p) of
a proposition p € B, that is, there exists no edge f; — fo with label f; N f, C bodyy ,,. In this case,
we find a unique clause PCy , € P with head(PCy ) = p, with body(PCy ;) = body ,, and with
probability

B (1 —n(p [do(f1))) - (1 = 7(p [ do(f3)))
L—7(p|do(fy) = n(p | do(fy)) - (1 = m(p | fi,p,do(f2)))

7(PCo,) =1 (4.6)

Proof. According to Proposition and Definition we find a clause PCy,, € P such that
body(PCy,p) € bodyy ,, -

If we assume that body(PCy,) # bodyg ,, by minimality of bodyy ,, this clause would induce
an edge not present in the clause search graph Search(p). Since P is assumed to be in normal
form, we further obtain that PCo, € P is the unique clause with body(PCy ;) = body, and
with head(PCy ;) = p. Finally, consider Equation of Lemma m This allows us to see
that

(p | £, prdo(fy)) = 1 — =P dolfz)) <1 _ Wldo(ﬁ))) _

7(p | do(fy)) 1—m(PCyp)

From this, solving for m(PCj ;) yields the desired result. O

Example 4.2.4. In Example [£.2.3] we find that f; — f, yields an edge of the clause search
graph Search(wet) with minimal label bodyy ,..; := f1 Nfa = {sprinkler}. Further, Equation (4.6)
and a calculation with the WHATIF solver (34) yield that

0.14-0.7
PC =1- =0.3.
(PCowet) 1-0.3—0.86- (1 0.3488...)
Overall, we found the clause PCq et := (0.3 :: wet <— sprinkler) that indeed appears in the

program P of Example .

To proceed, we observe that the whole counterfactual reasoning 7 is not necessary to recon-
struct the clause PCy, € P. In fact, we only require the data provided by a counterfactual
backbone.

Definition 4.2.3 (Counterfactual Backbone). A counterfactual backbone (of a ProbLog pro-
gram P) comprises the probabilities 7(p | do(f;/2)) and the reframings 7(p | f1, p,do(fy)) for all
frames f; 5 of a proposition p € ‘B.
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Example 4.2.5. The counterfactual backbone of the program P in Example has the follow-
ing form.

m(cloudy) = 0.5, w(sprinkler | do(cloudy)) = 0.1, w(sprinkler | do(—cloudy)) = 0.7,

m(rain | do(cloudy)) = 0.6, w(rain | do(—cloudy)) = 0,

m(wet | do(rain, sprinkler)) = 0.86,..., m(wet | do(—rain, ~sprinkler)) = 0,

w(slippery | do(wet)) = 0.9, w(slippery | do(—~wet)) = 0,

w(sprinkler | cloudy, sprinkler, do(—cloudy)) = 0.7, w(rain | cloudy, rain, do(—cloudy)) = 0,
=0,

m(wet | sprinkler, rain, wet, do(—sprinkler, ~rain)) = 0,

wet | sprinkler, rain, wet, do(sprinkler, ~rain)) = 0.348..., ...,

3

wet | msprinkler, rain, wet, do(sprinkler, rain)) = 1,

(
(
(
(
(
m(sprinkler | —cloudy, sprinkler,do(cloudy)) = 0.1, w(rain | ~cloudy, rain, do(cloudy))
(
(
m(
(

m(splippery | wet, splippery, do(—~wet)) = 0, w(splippery | ~wet, splippery, do(wet)) = 0

Further, we need the following result to compute the counterfactual backbone of the pro-
gram Py, := P\ {PC),}.

Lemma 4.2.5 (Modularity of Counterfactual Backbones). Let P be an acyclic proper ProbLog pro-
gram, and consider a clause PCy € P with head(PCy) := p € B. Additionally, fix frames Jijo forp
such that 7(p, fi5) > 0. We denote the counterfactual backbone of the program Po := P\ {PCo}
by mo. If body(PCy) € f;, we obtain

mo(p | do(f;)) = m(p | do(f;))- (4.7)

Otherwise, we obtain

_ m(p | do(f;)) — =(PCo)

71-O(p | do(-fz)) 1— W(PC()) . (48)
If body(PCy) € f; and body(PCy) € f,, we obtain
7T0(p | f1>p7 do(.f2)) = W(p | f17p7 do(f2)) (49)
If body(PCy) C f; N f,, we obtain
- d
7l | o) = 70 | o dotfy) - 2 T L ISP ey o)
Further, assume that body(PCy) C f, while body(PCy) € f,. We obtain
mop | fuop,doffy) = 2L fd;{}%{; TP, (4.11)
Finally, assume that body(PCy) € f, while body(PCy) C f;. We obtain
mo(p | i, prdofy) = "I P Z ) 1y oy (4.12)

(p | do(fy)) — =(PCo)
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Proof. Equations (4.7) and (4.9) hold trivially, since PCj is not applicable in either f; or f;. For
Equation (4.8) we calculate

w(p|do(f;)) = \/ u(PC)Vu(PCy) | =
PCEP
head(PC)=p
body(PC)Cf;

T
I1Z]

= \/  u(PC) | +x(PCy) — n(PCo)m \V  uwPo)

PCePg PCePy
)=p head(PC)=p
body(PC)CF; body(PC)Cf;

+ m(PCy) — m(PCo)mo (p | do(f;))

and solve for 7y (p | do(f;)). For Equation (4.10)) we calculate

(4.2)
m(p | f1,p,do(fz))

Def. of cond.
= \/  ulPC)Vu(PCo) \/  wPO)vu(PCy) | =
PCEePy PCePy
head(PC)=p head(PC)=p
body(PC)Cf> body(PC)Cf;

7| u o u u
PCy) Vv PC) A PC
PCePy PCePy
head(PC)=p head(PC)=p
body (PC)Cf> body(PC)Cfy
= =11 X to

T \/ u(PC) V u(PCy)

PCePg
head(PC)=p
body(PC)CH

where we find

7 | w(PCy) v V  weon /) u(Po)
PCePy PCePg
head(PC)=p head(PC)=p
body(PC)Cfs body(PC)Cf

ty = mo(p | do(fr))
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. mo(p | do(f,))

T \/ u(PC) V u(PCy)

PCePy
head(PC)=p
body(PC)CH

Expanding the outer V and repeatedly applying Equation (4.1) and (4.3]) yields

__mPC) . o
th = o (o 1 do(B)) + 70 (p | f1,p, do(£y)) (1 — w(PCy))
7o (p | do(fy))

b = Tdo®)) (1 — 7(PCo)) + #(PCo)”

Now, solving for 7y (p | f1,p,do(f2)) and Equation (4.1]) yield Equation (4.10].
For Equation (4.11]) we expand the V before u(PCp) in

w(p| f1,p,do(fy)) == \/ u(PC) V u(PCh) \/ u(PC)
PCePy PCePy
head(PC)=p head(PC)=p
body (PC)Cf> body (PC)Cf,;

and repeatedly apply Equation (4.1)) and (4.3). Finally, Equation (4.12)) follows from Equa-
tion (4.11)) with the identity

EDLED mo(p | £2,p,do(f))molp | do(fz))

mo(p | f1,p, do(f2)) mo(p | do(fy))

O
With Lemma at hand, we now recover the whole program P with the following procedure.

Procedure 4.2.2. We start with a counterfactual reasoning or a counterfactual backbone 7,
which is known to stem from the counterfactual semantics of a hidden acyclic proper ProbLog
program P in normal form that satisfies Occam’s razor. In addition, we assume that we are given

the dependence graph graph(P) of P. We compute the ProbLog program P according to the
following algorithm.

P:=0
for p € ¢ do
P, :=0;i:=0; mo, = m;
while 7; ,(p| do(f)) # 0 for a frame f do
Compute the clause search graph Search;(p) according to the counterfactual backbone m; ,,
Choose edge with minimal label body(PC; ) in Search;(p)
Compute 7(PC; ) according to Equation
PC;p = (7(PCip) :: p < (PCip)) as in Lemma [41.2.4]
f)p = f)p @] {PC,L’p}

1=14+1

Compute counterfactual backbone m; , with Equations (4.7)) - (4.12)) as in Lemma m
end while
P—PUP,

end for
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First, we initialize P := (. Further, we choose a proposition p € B and initialize 15p = 0.
If 7(p | do(f)) = 0 for all frames f, we proceed to the next proposition g € P\ {p}. Otherwise,
Lemma uncovers a clause PCp, € P with head(PCp ) = p, and we set P, := {PCp,}.

Lemma computes the counterfactual backbone my , of the program Py, := P\ {PCj ,}.
If we find that m p,(p | do(f)) = O for all frames f of p € ‘B, we know that PC), € P was the only
clause of P with head(PCj ;) = p and proceed to the next proposition ¢ € P\ {p}. Otherwise, we
apply Lemmald.2.4]to the counterfactual backbone 1 , to get a clause PCy p, € Py, := P\ {PCo,}
with head(PC1 ;) = p.

We repeatedly recover clauses with head p in the programs P, , := P\ {PC ,, ..., PC; ,} and
set P, := {PCy,, ..., PCi,} until we find 7, ,(p | do(f)) = 0 for all frames f, where 7, , is the
counterfactual backbone of the program P,, ,,. If this is the case, according to Occam’s razor, we
conclude that P, , contains no clause with head p and proceed to the next proposition ¢ € B \ {p}.
Finally, we obtain the ProbLog program P .= U 15],.

peEP

Example 4.2.6. Recall the situation in Example Lemma [4.2.5] now computes the following
counterfactual backbone of the program Py et := P\ {PCq et }-

w(cloudy) = 0.5, w(sprinkler | do(cloudy)) = 0.1, w(sprinkler | do(—cloudy)) = 0.7,

m(rain | do(cloudy)) = 0.6, w(rain | do(—cloudy)) = 0,

w(wet | do(rain, sprinkler)) = 0.8,..., w(wet | do(—rain, ~sprinkler)) = 0,

w(slippery | do(wet)) = 0.9, w(slippery | do(—~wet)) = 0,

w(sprinkler | cloudy, sprinkler,do(—cloudy)) = 0.7, w(rain | cloudy, rain, do(—cloudy)) = 0,
=0

)

m(wet | sprinkler, rain, wet, do(—sprinkler, ~rain)) = 0,

3

(
(
(
(
(
w(sprinkler | —cloudy, sprinkler,do(cloudy)) = 0.1, w(rain | ~cloudy, rain, do(cloudy))
(
(wet | sprinkler, rain, wet, do(sprinkler, —rain)) =0, ...,

m(wet | ~sprinkler, rain, wet, do(sprinkler, rain)) = 1,

(

m(slippery | wet, slippery, do(—~wet)) = 0, w(slippery | ~wet, slippery, do(wet)) = 0
This allows us to apply Lemma again to uncover the clause
PC et := (0.8 :: wet < rain) € Py e C P.

In Py et == P\ {PCo wet; PC1 wet} we find w(wet | do(f)) = 0 for all frames f of wet, and we
conclude that we recovered all clauses PC € P with head(PC) = wet.

Procedure enables us to prove the following theorem, which is the main result of this
chapter.

Theorem 4.2.6 (Main Result). The counterfactual probabilities 7(¢ | e, do(1)) determine each
acyclic proper ProbLog program P in normal form that satisfies Occam’s razor up to syntactic
equality. In particular, we find that Procedure terminates with P = P.

Proof. For a frame f, we observe that 7(p | do(f)) > 0 only when there exists a clause PC € P
with head(PC) = p. By Occam’s razor, this implies that 7(p, f) > 0, and Proposition ensures
the presence of an edge in the clause search graph Search(p). Therefore, Lemma ot only
guarantees the termination of Procedure but also ensures that P C P.

Assume that there is a clause PC € P\ P, and let P, := {PC} ,, ..., PCy,,} be the set of all
clauses in P with head(PC;,) = p = head(PC). In particular, if PC' € P\ f’p, by properness
extending body(PC) to a frame f yields 7, ,(p | do(f)) > 0, contradicting the construction of P,
in Procedure [£.2.21 O
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4.3 Second Result: Equivalence of Knowledge and Counter-
factual Reasoning

According to Theorem [1.2.6] counterfactual reasoning uniquely determines the particular proba-
bilistic Aristotelian knowledge expressed in acyclic proper ProbLog programs in normal form that
satisfy Occam’s razor. Proposition interprets the assumption that a ProbLog program is
in normal form as a pre-processing step, which implies that it is not a restriction on our result.
Additionally, when given a set of ProbLog clauses, the assertion of properness only excludes a
parameter set of Lebesgue measure zero. Hence, in some sense, almost all ProbLog programs are
proper. Notably, Example describes a special case from a probabilistic perspective.

Acyclicity and Occam’s razor remain the primary restrictions in Theorem Example
demonstrates that acyclicity is necessary to obtain Statement i) in Proposition We conclude
that we require acyclicity to establish the identities and in Lem on which
our proof relies. However, at the current stage, we are unable to provide an example of two
cyclic proper ProbLog programs in normal form that satisfy Occam’s razor and yield the same
counterfactual semantics. Since Occam’s razor is widely used as a heuristic in machine learning,
and humans tend to prefer simple explanations over complicated ones, we consider it a mild
restriction of Theorem [£.2.61

In summary, our result suggests that counterfactual reasoning determines almost all well-
written ProbLog programs, offering full explanation up to syntactic equality. Here, “well-written”
refers to programs in normal form that satisfy Occam’s razor, and “almost all” means that for
a fixed ProbLog program, the statement may only fail for a parameter set of Lebesgue measure
zero. Overall, ProbLog seems to be the correct choice of language for counterfactual reasoning in
the Boolean case. Furthermore, we conclude that probabilistic Aristotelian knowledge not only
enables counterfactual reasoning but is often equivalent to counterfactual reasoning.
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Chapter 5

Data-Based Counterfactual
Reasoning

Statement of Contribution

This chapter builds upon the material presented by Riickschlof§ and Weitkdmper (53]), where
Kilian Riickschlof§ contributed the main idea and proofs of all results, while Felix Weitkdmper
contributed the running example.

This chapter improves on that contribution with:
e more detailed proofs;
e placing our results in the context of Theorem [3.4.6

e a discussion of the assumptions in Theorem [5.2.1
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5.1 Counterfactual Reasoning and Program Induction

While observing the world, humans often draw counterfactual conclusions — reasoning about how
events might have unfolded under different circumstances. In artificial intelligence, we now also
aim to infer models of the world that support counterfactual reasoning based on observational
data.

Kiesel’'s WHATIF solver (34) establishes the counterfactual reasoning of Theorem for
ProbLog programs (21} 26) that provide full explanations. However, note that ProbLog programs
are commonly induced from observations sampled from a distribution of interest. Is it feasible to
use these programs for counterfactual reasoning? Is the counterfactual reasoning these programs
provide uniquely determined by the induced distribution in Definition [3.2.5]’

As in Chapter 4] we fix a propositional alphabet B and restrict ourselves to the study of acyclic
ProbLog programs within the fragment of ProbLog clauses.

Convention. In the following, we restrict the term ProbLog program to programs in the
fragment of ProbLog clauses that provide full explanation. In fact, we identify such a ProbLog
program with a set P of ProbLog clauses.

The following example illustrates that counterfactual reasoning, as provided by ProbLog pro-
grams, is generally not uniquely determined by the underlying distribution.

Example 5.1.1. Assume, for example, that a patient is treated, denoted treatment, with proba-
bility 0.5. If we treat a patient, we expect that he recovers, denoted recovery, with a probability
of 0.7; otherwise, he recovers with a probability of 0.5. The resulting distribution can be encoded
with the following two programs P /5.

P, 0.5 :: treatment 0.5 :: recovery 0.4 :: recovery < treatment

Py 0.5 :: treatment 0.5 :: recovery < —treatment 0.7 :: recovery < treatment

Moreover, assume that the patient recovers while not treated. What is the probability that he
would have recovered under treatment?

In both programs P /3, we conclude from our observations that the patient recovers due to
the second clause, i.e., we conclude that the second clause holds in the situation we observe. If
we had also treated the patient under program Pq, he would still have recovered, since the second
clause in Py still applies under treatment. Hence, we obtain a probability of one for the patient
to recover under treatment. Whereas, in program P, the second clause is not applicable under
treatment. In this case, if the patient were treated in program Ps, he could only recover due to
the third clause, resulting in a probability of 0.7 for recovery under treatment.

Moreover, the programs P/, give rise to the same dependence graph and predict the same
effect for every intervention.

As we can see, the classical distribution semantics defined in Definition [3.2.5 does not uniquely
determine the outcome of a counterfactual query. Therefore, even with perfect learning, we can
only ensure that we obtain a program representing the correct distribution. In particular, each
structure learning algorithm fed with samples from an observed distribution cannot distinguish
between the programs P; and Ps; that is, we cannot guarantee that a learned program will
accurately answer counterfactual queries.

Furthermore, as demonstrated in Chapter [4 we find that probabilistic Aristotelian knowledge
not only enables counterfactual reasoning but, in many cases, the probabilistic Aristotelian knowl-
edge represented by a ProbLog program is equivalent to the ability of counterfactual reasoning
itself. From this we can conclude that inferring models that support counterfactual reasoning often
involves determining ProbLog programs up to syntactic equality. In this chapter, we thus intro-
duce a fragment of ProbLog in which each program is determined up to syntactic equality by its
dependence graph, i.e., the causal diagram and the corresponding distribution. Furthermore, we
argue that this framework provides a suitable setting for the currently available structure learning
methods described in Section that supports counterfactual reasoning.
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5.2 An Assumption for Deriving Causal Knowledge from
Observations

Generally, in structure learning, the objective is to derive a program that describes a given data
set based on prior knowledge encoded by a setting (as defined in Section. In most cases, the
data consist of observations. Additionally, we assume that our data consist of samples drawn from
the distribution induced by a hidden ProbLog program P of interest, and the prior knowledge
includes the correct language bias — specifically, the dependence graph of P.

To assess how well a candidate program P represents our dataset, we use statistical tests.
However, these tests only measure how well the induced distribution of the program P fits a given
set of observations. They do not provide information on the causal mechanism that generates
our data. Consequently, we cannot determine whether the causal mechanism represented by a
candidate ProbLog program P aligns with the causal mechanism underlying our data — the one
described by P.

Example 5.2.1. Consider the programs Py and P, of Example .1.1] Although they repre-
sent different causal models leading to different counterfactual estimations, they yield the same
distribution semantics and share the same dependence graph.

Thus, whenever we choose P := P, or P := P, as the hidden program, we sample from the
same distribution in both cases. This means that even with the correct language bias, a structure
learning algorithm cannot determine which of the two programs actually generated the provided
data unless additional knowledge is provided.

More drastically, Example illustrates that without additional prior knowledge, even under
the assumption of perfect learning, it is only possible to learn a program P that represents the
correct distribution. Specifically, we cannot guarantee that a learned program P will answer
counterfactual queries correctly.

Theorem states that counterfactual reasoning determines acyclic proper ProbLog pro-
grams in normal form that satisfy Occam’s razor up to syntactic equality. If we now once again
restrict ourselves to this fragment of ProbLog and assume that the hidden ProbLog program P
and the learned ProbLog program P are acyclic proper in normal form and satisfy Occam’s razor,
learning a program P with correct counterfactual reasoning amounts to reconstructing P up to
syntactic equality. The main result of this chapter now states that all acyclic proper positive
ProbLog programs in normal form that satisfy Occam’s razor are uniquely determined by their
dependence graph and their underlying distribution.

Theorem 5.2.1. Fvery acyclic proper positive ProbLog program in normal form P that satisfies
Occam’s razor is determined up to syntactic equality by its dependence graph graph(P) and the
induced distribution .

Proof. We proceed by induction on the number n of nodes in the dependence graph graph(P).

n = 1: In this case, the program P consists only of one clause 7 :: p <. Hence, we set 7 := 7(p)
and are done.

n > 1: Choose a sink h € P of graph(P). Furthermore, denote by P \ h the program that results
from P if we erase all clauses with head h. Due to maximality, h does not occur in the
body of any other clause. In other words, P\ h induces the same distribution on 3\ {h}
as the original program P, and it has the graph graph(P) \ h as its dependence graph.
Here, graph(P) \ h refers to the graph resulting from graph(P) when we remove the node h
along with all the edges that point to it. Finally, note that the program P \ h is acyclic,
proper, positive, and in normal form, satisfying Occam’s razor. Therefore, by the induction
hypothesis, we can reconstruct the program P \ h from the given data.

We are now left with reconstructing the clauses that define h itself. Observe that the
parents b € pa(h) of h in graph(P) are the only propositions that may appear in the body
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of a clause defining h. Furthermore, each of these occurrences is positive. We consider the
function

Ind} :P(pa(h)) — [0,1] T w(hl|{t,ms: teT, sepalh)\T}),

where P(_) denotes the power set operator. Let T' C pa(h) and assume that

mlhA Ntn N\ -s| >0 (5.1)

teT sepa(h)\T
to obtain

T h/\/\t/\ /\ s

teT sepa(h)\T Corollary Bz7

T /\t/\ /\ -8

teT sepa(h)\T

Indy (T) = w(h|{t,~s: t € T, s € pa(h) \ T}) =

v \/ u(PC) A /\ tA /\ s

PCeP teT sepa(h)\T
body(PC)CT
head(PC)=h

T /\t/\ /\ —s

teT sepa(h)\T

As the program P is acyclic, Corollary yields for every selection € that we find

wI:/\t/\ /\ -8

teT sepa(h)\T

for the stable model w of LP(P) Ue if and only if

€= /\ \/ u(PC) | A /\ —u(PC). (5.3)

peT PCcP PCcP
head(PC)=p a€P\(TU{h})
body(PC)CT head(PC)=q

body(PC)CT

Combing Equation ((5.2)) and (5.3) with the independence of the error terms yields

Ind} (T) :=7 \/  uPo)| = > (—D)* ][ =(PCs). (5.4)
PCeP PCy,...,PCLEP =1
body(PC)CT k€EN, body(PC;)CT
head(PC)=h head(PC;)=h

Finally, assume that T' C pa(P) is the body of a clause in P. Applying Occam’s razor, we
conclude that Equation (5.1 holds, and Equation (5.4)) implies that Indj (S) < Indj (T) for
all S C pa(h) with S C T

On the other hand, suppose that Ind} (S) < Ind} (T) for all S C pa(h) with § C T. We
deduce from Equation (5.4) that T C pa(P) constitutes the body of a clause PC' € P with
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head h. Furthermore, since P is in normal form, we recursively obtain the parameter 7(PC)
for every clause PC' € P: If the body of PC' is minimal in P we find 7(PC) = Indy (body(PC)).
Additionally, during the recursion step, Equation yields a one-dimensional linear equa-
tion for the parameter of interest.

O

Remark 5.2.1. If we estimate the functions Ind}? using relative frequencies, we obtain a structure
learning algorithm that recovers an acyclic, proper, positive ProbLog program in normal form,
satisfying Occam’s razor. This algorithm relies on a known causal diagram and a sufficiently large
set of independent samples. The resulting distributions (one for every counterfactual query) are
guaranteed to converge in probability.

Finally, let us assume that we apply a structure learning algorithm as described in Section [2.2.4]
with a language bias that encodes the dependence graph gmph(f’)7 to obtain a program P. Fur-
thermore, assume that we have learned perfectly, that is, that the program P encodes the same
distribution as P. Now, if we also assume that both programs P and P are acyclic, proper, posi-
tive ProbLog programs in normal form that satisfy Occam’s razor, Theorem implies that P
and P are syntactically equal. In other words, P captures the causal content of P.

Since, without background knowledge, each currently available structure learning algorithm
only searches for positive programs that fit a given dataset, the assumption to learn positive
ProbLog programs in normal form is easily realized. Causally, the absence of background knowl-
edge leads us to assume that our data is generated by a positive ProbLog program.

Corollary 5.2.2. Assume that we are given data sampled from a hidden proper positive ProbLog
program in normal form P that satisfies Occam’s razor, and assume that we are aware of the
dependence graph graph(P) of P.

Every structure learning algorithm that can learn a proper positive ProbLog program in normal
form that satisfies Occam’s razor with the correct dependence graph and the correct distribution
reconstructs P from the provided data up to syntactic equality. In particular, the result of this
structure learning algorithm supports counterfactual reasoning. O

5.3 Third Result: A Language Bias for Data-Based Coun-
terfactual Reasoning

Example [5.1.1] in Section illustrates that the distribution semantics of Definition does
not uniquely determine the results of counterfactual queries for ProbLog programs. Consequently,
utilizing currently available structure learning algorithms for counterfactual reasoning is infeasible.
Additionally, Example highlights the insufficiency of factual knowledge, represented by a dis-
tribution and causal relations encoded in a causal diagram, for Boolean counterfactual reasoning.
Interestingly, this finding contrasts with the theory of linear functional causal models (4], §5.2.1).

Furthermore, we restrict our focus to the fragment of acyclic proper ProbLog programs in
normal form that satisfy Occam’s razor. According to Theorem [£.2.6] inducing a program with
correct counterfactual reasoning is tantamount to reconstructing the program describing the causal
generating mechanism of the data up to syntactic equality. Importantly, learning programs un-
der a coarser notion of equivalence is insufficient for counterfactual reasoning. Our main result,
Theorem [5.2.1] establishes that acyclic proper positive ProbLog programs in normal form that sat-
isfy Occam’s razor are determined up to syntactic equality by their distribution and dependence
graph. Consequently, when provided with the correct language bias, the currently available struc-
ture learning algorithms described in Section [2.2.4] can recover these programs, thus supporting
counterfactual reasoning in this setting.

As discussed in Section the restriction of a ProbLog program to be proper in normal form
can be considered mild. Occam’s razor is also a reasonable and common assumption in program
induction. Therefore, acyclicity and positivity remain the primary restrictions in Theorem [5.2.1
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The necessity of the positivity assumption is illustrated in Example Additionally, acyclicity
is crucial for obtaining Equation , which underpins the proof of Theorem Exploring
the removal of the acyclicity assumption from Theorem [5.2.1] could be an interesting direction
for future research. Furthermore, determining the exact equivalence classes of ProbLog programs
representing the same distributions and predicting the behavior of available structure learning
algorithms for more general fragments of ProbLog are further promising directions for future
work.



Chapter 6

Perspectives for Further Research
and Conclusion

In this concluding chapter, we embed the material presented so far in a broader context and
outline directions for future research. We begin by recalling three core concepts for reasoning in
artificial intelligence, namely uncertainty, relations among individuals, and causality, along with
their mathematical formalization.

State of the Art: Three Core Concepts of Reasoning

When contemplating the world around us, we often encounter uncertainty in our knowledge. For
example, when planning a vacation, we may be uncertain about the weather at our destination.
Although we might assess that rainy weather in South Tyrol is unlikely during September, we
cannot be entirely sure it will not rain. This thesis shows how to use probabilities to represent
uncertainty about knowledge, an approach that results, among others, in probabilistic graphical
models such as Bayesian networks and Markov random fields (42, Chapter 3).

In organizing the real world, we rely on relationships between components or elements of a
given domain. Take, for instance, a wedding party, where our reasoning involves the domain of
guests. Certain guests may be friends with each other, children of another guest, or married to each
other. These relationships play a crucial role in structuring our understanding of the world. In this
thesis, we employ first-order logic to formalize relations between individuals of a given domain.
This logic-based approach leads us to the framework of logic programming in Section [2.2.4]

Combining probabilistic and logic-based approaches, the field of statistical relational artificial
intelligence (44)) aims to reason about uncertain knowledge regarding relations between elements
of a given domain. Returning to the example of the wedding party, we may assume that friends
of smokers are more likely to smoke themselves, meaning that we are uncertain about whether
friends of smokers necessarily smoke. In addition, we may assume that all individuals with the
same number of smoking friends are equally likely to smoke themselves. Such interchangeability
assumptions may speed up calculations (II) or reduce the space of possible descriptions for a
dataset (28)) in the learning task. Statistical relational artificial intelligence gives rise, among other
things, to Markov logic networks (46) and probabilistic logic programming under the distribution
semantics (555 [43), which we discuss in Sections and

We often explain the world in terms of causal mechanisms. We typically understand our
environment by explaining observations, i.e., effects, through self-evident prior knowledge, i.e.,
causes. Consider the scenario of a car accident in which a vehicle collides with a pedestrian. If we
consider the vehicle hitting the pedestrian as self-evident prior knowledge, this provides a causal
explanation for the injuries sustained by the pedestrian. This leads us to the conclusion: “The
collision with the vehicle caused injuries to the pedestrian.”. Therefore, we not only gain factual
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knowledge of the pedestrian’s injuries, but we also have an explanation for these injuries resulting
in Aristotelian knowledge as introduced in Section 2.1}

Pearl (4I]) argues that causal reasoning enables us to predict the effect of external interventions
and to reason counterfactually. In our example, issuing a speed limit would constitute an external
intervention that can avoid accidents caused by the driver speeding. Such considerations are
relevant in domains like medicine, where we may ask what happens if we actively intervene and
give the patient some medication.

Counterfactual reasoning is reasoning about “What if ...?”. In our example, we may ask:
“What if there had been a speed limit? Would the pedestrian still be injured?”. Once we explain
the observed accident with the driver speeding, we may conclude that the pedestrian would not
have been injured had there been a speed limit. If we, in contrast, explain the accident with the
driver being drunk, we are likely to judge that the pedestrian would still be injured had there
been a speed limit. Counterfactual reasoning is relevant in fields such as pharmacy, where we may
inquire: “What if a patient in the control group of a pharmaceutical study had received treatment?
Would he have recovered?”. In decision-making, we might ask: “What if I had taken a bus earlier?
Would I still have been late for my job interview?”. Counterfactual reasoning is crucial in formally
defining ethical notions such as responsibility, blame, fairness, or harm (30t [7; [14]). In our example,
we are more likely to blame the driver if we believe that the accident had not happened if he had
not been speeding. In general, counterfactuals enable humans to make sense of the past, plan
future courses of action, make emotional and social judgments, and adapt their behavior (31)).

This thesis essentially builds on Pearl’s causal models (4I) as introduced in Section
where he represents causal mechanisms with deterministic functional relationships. Specifically,
he first distinguishes between internal, i.e., explained variables V, and external, i.e., unexplained
variables U. The causal relations between the internal variables V' € V are then modeled by
setting V' := fy (U, V) for deterministic functions fy,(U, V) in the internal and external variables.
Solving the corresponding system of equations then yields Aristotelian knowledge, that is, we gain
factual knowledge represented by the solution and an explanation in terms of the external vari-
ables. Finally, Pearl (41]) introduces probability in his causal models by specifying a distribution on
the external variables, resulting in probabilistic causal models. An external intervention, forcing
an internal variable V' to attain the value v, is realized by replacing the equation V := fy, (U, V)
with V := v. Counterfactual reasoning is then realized by combining interventions with observa-
tions, that is, conditional probabilities.

We use Bochman’s logic of causality (10) as introduced in Sectionto further investigate the
assumption that causal mechanisms should be modeled by deterministic functional relationships.
Bochman (I0)) aims for a logical theory of causality. Initially, he represents factual knowledge
or observations about the world using propositional formulas ¢. Inspired by Aristotle’s Poste-
rior Analytics (4), he views causal reasoning as a binary relation = on factual knowledge, i.e.
propositional formulas that adhere to well-motivated axioms. Here, ¢ = 1 means that a causal
explanation of ¢ also explains ¥. Representing causal reasoning, i.e., the relation =, through rules
of the form ¢ = 4 for propositional formulas ¢ and 1), results in Bochman’s causal theories (10). If
no cyclic causal relationships are at play, Bochman’s causal theories (10) align with Pearl’s causal
models (41)) and abductive logic programming under the supported model semantics (22)). This
yields a causal interpretation for acyclic abductive logic programs and a deeper understanding of
the reasoning in Pearl’s Boolean causal models (41]).

First Contribution: A Theory of Boolean Cyclic Causal Reasoning

This thesis focuses on causal reasoning in the Boolean case, where all variables possibly take on
two values, represented by true and false. Although Pearl’s causal models (41]), abductive logic
programs (22]) and Bochman’s causal theories (10) provide a good description of acyclic causal
reasoning, in applications, one may also encounter situations with cyclic causal relationships. For
example, in economics, an increase in price usually causes a decrease in demand, while an increase
in demand causes an increase in price.
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Once cyclic causal relationships are at play, Pearl’s causal models (41]) may not be well-defined,
and on the logic programming side, we have to consider different proposals for the semantics of an
abductive logic program: the supported model semantics (25]), the minimal model semantics (59)),
and the stable model semantics (27)).

In Section [3.1] we observe that Bochman’s causal theories may yield counterintuitive results
when cyclic causal relationships are considered. We explain these counterintuitive results by
Bochman (I0) allowing for cyclic and infinite explanations, and propose avoiding these cyclic and
infinite explanations by explicitly stating the prior knowledge with which an explanation must
start. Extending Bochman’s framework (I0) with this prior knowledge yields abductive causal
theories, which are essentially equivalent to abductive logic programs under the stable model
semantics (22]) as shown in Theorem We conclude that abductive logic programming (22)
under the stable model semantics (27) emerges as the framework of choice for deterministic causal
reasoning.

Second Contribution: Unifying Causal Reasoning across Widespread
Formalisms in Statistical Relational Artificial Intelligence

Although frameworks in statistical relational artificial intelligence often lack the dimension of
causal reasoning, Pearl’s causal models (4I) and Bochman’s causal theories (10) cannot repre-
sent relations between individuals in a given domain. Additionally, Bochman’s logical theory of
causality cannot handle uncertain knowledge. This thesis aims to augment statistical relational
artificial intelligence with causal reasoning and facilitate probabilistic causal reasoning that cap-
tures relations in a given domain. Here, we focus on the Boolean case, where all random variables
of interest take on two values, represented by true or false. To avoid reinventing the wheel for
causal reasoning within every formalism in statistical relational artificial intelligence, we take a
generic approach; that is, we introduce causal reasoning in a formalism that subsumes as many
frameworks as possible.

Section merges Markov logic networks (46) with abductive logic programming (22)) into
weighted abductive logic programming — a formalism tailored to causal reasoning under uncer-
tainty. In Section we demonstrate that weighted abductive logic programming encompasses
several widely used formalisms in statistical relational artificial intelligence, including Markov logic
networks (46), logic programs with annotated disjunctions (62), ProbLog programs (21} 26), and
LPMIN programs (35). By embedding these formalisms into weighted abductive logic program-
ming and transferring our causal reasoning there, we achieve consistent causal reasoning across
various frameworks in statistical relational artificial intelligence. In particular, for logic programs
with annotated disjunctions (62]), we recover the causal reasoning provided by CP-logic (60} 61),
as introduced in Section R-3.21

First Research Direction: Applying Lifted Inference for Causal Reasoning

While we introduce weighted abductive logic programming as a formalism capturing interchange-
ability assumptions regarding the elements of a given domain, we have only considered causal
reasoning independently of these interchangeability assumptions. In the field of lifted inference, a
variety of algorithms have been developed that make use of such interchangeability assumptions
to speed up computations of noncausal (conditional) probabilities (T1l). Therefore, we propose to
investigate lifted inference for causal reasoning in weighted abductive logic programs, i.e., to use
the interchangeability assumption encoded in a non-ground program to speed up computations of
post-interventional and counterfactual probabilities as well.

Second Research Direction: A Theory of Statistical Relational Artificial Intelligence

In Section we construct weighted abductive logic programs such that the corresponding causal
reasoning satisfies Bochman’s axiomatization (I0]) together with the assertion that a causal expla-
nation has to start with previously specified prior knowledge. Inspired by the maximum entropy
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principle, we introduce uncertainty based on the parameterization of probability spaces provided
by Berger et al. (8). Finally, we commit to the principle of indifference for propagating proba-
bilities from prior knowledge to the corresponding Aristotelian knowledge. However, so far, our
approach misses a completeness result regarding these choices.

We suggest possibly generalizing weighted abductive logic programming to a formalism encom-
passing any framework modeling the principles that guided the construction of weighted abductive
logic programs. In this way, our aim is to classify all frameworks in statistical relational artifi-
cial intelligence. In particular, we conjecture that all these frameworks should be embedded into
such a general formalism. If one, nevertheless, finds a framework that cannot be embedded into
such a formalism, this would raise the question of which fundamental concept is missing in the
description of statistical relational artificial intelligence. Furthermore, proving that a particular
object is not representable in such a general formalism, one immediately obtains that this object
is not representable within every subframework of this formalism. In this way, our approach aims
to facilitate nonexpressivity results in statistical relational artificial intelligence.

Third Contribution: Probabilistic Boolean Counterfactual Reasoning

From now on, we will adopt the view that weighted abductive logic programming is the most
general formalism for Boolean causal reasoning under uncertainty. Section [3.3]is devoted to coun-
terfactual reasoning within weighted abductive logic programming. Hereby, we explicitly assert
that counterfactual reasoning should consistently generalize conditional probabilities.

In Section [3:4.3] we further assert Reichenbach’s common cause assumption that probabilistic
dependence stems from causal reasoning. It then turns out that the fragment of weighted abductive
logic programming enabling well-defined counterfactual reasoning is exactly given by ProbLog
programs that provide full explanations. Furthermore, our approach to counterfactual reasoning
is consistent with the work of Kiesel et al. (34). Specifically, we find that the counterfactual
reasoning in ProbLog programs providing full explanation is implemented in Kiesel’'s WHATIF
solver, extending his aspmc solver by the ability of counterfactual reasoning.

Theorem|4.2.6|proves, under rather mild assumptions, that counterfactual reasoning determines
an acyclic ProbLog program up to syntactic equality. Specifically, we provide a procedure that
reconstructs such a ProbLog program from its answers to all counterfactual queries. We conclude
that ProbLog is a suitable formalism for counterfactual reasoning, as many ProbLog programs are
in one-to-one correspondence with the desired query answers.

Suppose further that we are given a set of data sampled from the distribution of a hidden
acyclic ProbLog program P. In causal structure discovery, the aim is to determine another ProbLog
program P that describes this set of observations while providing the corresponding counterfactual
reasoning of the program P. According to our result, in many cases, Theorem @l implies that
we need to reconstruct the hidden ProbLog program P from the provided data up to syntactic
equality, i.e., we need to ensure P = P. Hence, causal structure discovery requires great precision
in the learning process.

First Research Direction: Concepts Based on Counterfactual Reasoning

Our work demonstrates that ProbLog programs offer a convenient way to represent causal mecha-
nisms. Recall that the corresponding counterfactual reasoning is implemented in Kiesel’'s WHATIF
solver and that ethical notions such as responsibility, blame, fairness, or harm are essentially for-
mulated in counterfactuals (305 [7; [14). Hence, we suggest using ProbLog for reasoning about these
ethical notions.

In this work, we focus on type causality, that is, statements like “Smoking causes cancer,”
and do not address individual or actual causality, that is, statements like “Uncle Sam died young
because he used to smoke one pack of cigarettes a day.” Note that formalizing actual causality
essentially relies on counterfactual reasoning (30). Therefore, we suggest investigating actual
causality within ProbLog. According to Theorem [4.2.6] in many cases, counterfactual reasoning
uniquely determines our representation for type causality (ProbLog programs) up to syntactic
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equality. Translating this result into a statement about the relationship between actual and type
causality would be particularly interesting.

Second Research Direction: Counterfactual Reasoning in ProbLog

Recall Theorem [£:2:6] which essentially states that counterfactual reasoning determines an acyclic
ProbLog program up to syntactic equality.

We only require the acyclicity assumption because our proof relies on Clark completion (25]).
Therefore, we propose extending our result to cyclic ProbLog programs by replacing Clark com-
pletion (25]) in our proof with the more elaborate translation of logic programs provided by Lin
and Zhao (38).

We also emphasize that our proof provides a procedure for recovering a given ProbLog program
from the answers to the corresponding counterfactual queries. This opens the door to deriving
ProbLog programs that generalize counterfactual estimations obtained, for instance, from ran-
domized controlled trials. However, in the current stage, our procedure requires numerous coun-
terfactual estimates to recover a ProbLog program. Hence, further research is needed to reduce
the amount of counterfactual information necessary for this reconstruction process. In particular,
leveraging the interchangeability assumptions encoded in non-ground ProbLog programs may be
a promising starting point.

Finally, suppose that we are provided with a probability for each possible counterfactual query.
In this situation, we suggest further investigating under which assumptions the provided procedure
terminates with a resulting ProbLog program P and under which assumptions the program P
yields the given counterfactual probabilities. This investigation would allow us to explore the
counterfactual expressiveness of ProbLog, enabling the identification of examples where custom
counterfactual conclusions may not be represented using ProbLog programs.

Fourth Contribution: Relation between Counterfactual Reasoning and
Cause-Effect Relationships

In Theorem [5.2.1} we employ the same mild assumptions as in Theorem [£.2.6]to prove that positive
acyclic ProbLog programs are essentially determined up to syntactic equality by the corresponding
distribution and cause-effect relationships. In particular, we provide a procedure that recovers a
positive acyclic ProbLog program from its induced distribution and these cause-effect relationships.

Chapter [p| further demonstrates that this result fails if we allow for negation in the body of
ProbLog clauses. This contrasts with the case of structural equation models, that is, causal models,
which only mention linear equations, which are uniquely determined by the induced distribution
and the corresponding cause-effect relationship (41l Section 5.2.1).

Suppose that we are given a set of observational data sampled from the distribution induced by
a hidden positive acyclic ProbLog program P. Furthermore, assume we have a structure learning
algorithm that is able to learn a positive acyclic ProbLog program P with the correct distribution
from the provided data and cause-effect relationships. In this case, this algorithm recovers the
program P up to syntactic equality, i.e., we find P = P. In particular, it is feasible to use the
resulting program P for counterfactual reasoning. Lastly, we argue that this observation provides a
setting for the currently available structure learning algorithms in probabilistic logic programming,
allowing them to determine programs supporting counterfactual reasoning.

Research Direction: Applications of Data-Based Counterfactual Reasoning

In Chapter[f] we justify using currently available structure learning algorithms in probabilistic logic
programming to derive programs that support counterfactual reasoning from observational data.
As a next step, we propose applying our theory and considering probabilistic logic programming
for data-based counterfactual reasoning in applications.
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Summary of Our Contributions and Proposals for Future Research

This thesis first introduces weighted abductive logic programming as a general formalism tai-
lored to causal reasoning in Section [3.2] This formalism encompasses widespread frameworks
of statistical relational artificial intelligence, facilitating consistent causal reasoning across these
frameworks.

Within weighted abductive logic programming, this thesis then determines ProbLog programs
that provide full explanation as a fragment enabling well-defined counterfactual reasoning in Sec-
tion |3.2l Furthermore, it focuses on acyclic ProbLog programs in Chapters |4] and Chapter
proves that counterfactual reasoning essentially determines these programs up to syntactic equal-
ity. Lastly, Chapter [5| shows that positive acyclic ProbLog programs are essentially determined
up to syntactic equality by their induced distribution and cause-effect relationships.

Based on the results of this thesis, we propose the following directions for future research:

e Classifying frameworks in statistical relational artificial intelligence to enable non-expressivity
results

e Developing lifted inference algorithms for causal reasoning

e Reasoning on actual causality, responsibility, blame, fairness, and harm within ProbLog

e (larifying the relation between actual causality and type causality within ProbLog

e Learning ProbLog programs from counterfactual estimations (randomized controlled trials)
e Characterizing the counterfactual expressiveness of ProbLog

e Conducting data-based counterfactual reasoning in applications
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