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Abstract
WebAssembly is an increasingly popular compilation target
designed to run code in browsers and on other platforms safely
and securely, by strictly separating code and data, enforcing
types, and limiting indirect control flow. Still, vulnerabilities
in memory-unsafe source languages can translate to vulnera-
bilities in WebAssembly binaries. In this paper, we analyze to
what extent vulnerabilities are exploitable in WebAssembly
binaries, and how this compares to native code. We find that
many classic vulnerabilities which, due to common mitiga-
tions, are no longer exploitable in native binaries, are com-
pletely exposed in WebAssembly. Moreover, WebAssembly
enables unique attacks, such as overwriting supposedly con-
stant data or manipulating the heap using a stack overflow. We
present a set of attack primitives that enable an attacker (i) to
write arbitrary memory, (ii) to overwrite sensitive data, and
(iii) to trigger unexpected behavior by diverting control flow
or manipulating the host environment. We provide a set of
vulnerable proof-of-concept applications along with complete
end-to-end exploits, which cover three WebAssembly plat-
forms. An empirical risk assessment on real-world binaries
and SPEC CPU programs compiled to WebAssembly shows
that our attack primitives are likely to be feasible in practice.
Overall, our findings show a perhaps surprising lack of binary
security in WebAssembly. We discuss potential protection
mechanisms to mitigate the resulting risks.

1 Introduction

WebAssembly is an increasingly popular bytecode language
that offers a compact and portable representation, fast ex-
ecution, and a low-level memory model [32]. Announced
in 2015 [19] and implemented by all major browsers in
2017 [65], WebAssembly is supported by 92% of all global
browser installations as of June 2020.1 The language is de-
signed as a compilation target, and several widely used compil-
ers exist, e.g., Emscripten for C and C++, or the Rust compiler,

1https://caniuse.com/#search=WebAssembly

both based on LLVM. Originally devised for client-side com-
putation in browsers, WebAssembly’s simplicity and general-
ity has sparked interest to use it as a platform for many other
domains, e.g., on the server side in conjunction with Node.js,
for “serverless” cloud computing [33–35, 64], Internet of
Things and embedded devices [31], smart contracts [44, 53],
or even as a standalone runtime [4, 23]. WebAssembly and
its ecosystem, although still evolving, have already gathered
significant momentum and will be an important computing
platform for years to come.

WebAssembly is often touted for its safety and security. For
example, both the initial publication [32] and the official web-
site [12] highlight security on the first page. Indeed, in Web-
Assembly’s core application domains, security is paramount:
on the client side, users run untrusted code from websites in
their browser; on the server side in Node.js, WebAssembly
modules operate on untrusted inputs from clients; in cloud
computing, providers run untrusted code from users; and in
smart contracts, programs may handle large sums of money.

There are two main aspects to the security of the WebAs-
sembly ecosystem: (i) host security, the effectiveness of the
runtime environment in protecting the host system against
malicious WebAssembly code; and (ii) binary security, the
effectiveness of the built-in fault isolation mechanisms in
preventing exploitation of otherwise benign WebAssembly
code. Attacks against host security rely on implementation
bugs [16, 59] and therefore are typically specific to a given
virtual machine (VM). Attacks against binary security—the
focus of this paper—are specific to each WebAssembly pro-
gram and its compiler toolchain. The design of WebAssembly
includes various features to ensure binary security. For exam-
ple, the memory maintained by a WebAssembly program is
separated from its code, the execution stack, and the data struc-
tures of the underlying VM. To prevent type-related crashes
and attacks, binaries are designed to be easily type-checked,
which they are statically before execution. Moreoever, WebAs-
sembly programs can only jump to designated code locations,
a form of fault isolation that prevents many classic control
flow attacks.

https://caniuse.com/#search=WebAssembly
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Figure 1: An overview of attack primitives ( ) and (missing)
defenses ( ) in WebAssembly, later detailed in this paper.

Despite all these features, the fact that WebAssembly is
designed as a compilation target for languages with manual
memory management, such as C and C++, raises a question:
To what extent do memory vulnerabilities affect the security
of WebAssembly binaries? The original WebAssembly paper
addresses this question briefly by saying that “at worst, a
buggy or exploited WebAssembly program can make a mess
of the data in its own memory” [32]. A WebAssembly design
document on security [1] concludes: “common mitigations
such as data execution prevention (DEP) and stack smashing
protection (SSP) are not needed by WebAssembly programs.”

This paper analyzes to what extent WebAssembly binaries
can be exploited and demonstrates that the above answers
miss important security risks. Comparing the exploitabil-
ity of WebAssembly binaries with native binaries, e.g., on
x86, shows that WebAssembly re-enables several formerly
defeated attacks because it lacks modern mitigations. One
example are stack-based buffer overflows, which are effective
again because WebAssembly binaries do not deploy stack
canaries. Moreover, we find attacks not possible in this form
in native binaries, such as overwriting string literals in sup-
posedly constant memory. If such manipulated data is later
interpreted by critical host functions, e.g., as JavaScript code,
this can lead to further system compromise. Our work mostly
focuses on binaries compiled with LLVM-based compilers,
such as Emscripten and Clang for C and C++ code, or the Rust
compiler, since they are currently the most popular compilers
targeting WebAssembly.

After our analysis of the deployed (and missing) security
features in WebAssembly, we take the position of an active
adversary and identify a set of attack primitives that can later
be used to build end-to-end exploits. Our attack primitives
span three dimensions: (i) obtaining a write primitive, i.e.,

the ability to write memory locations in violation of source-
level semantics; (ii) overwriting security-relevant data, e.g.,
constants or data on the stack and heap; and (iii) triggering a
malicious action by diverging control flow or manipulating
the host environment. Figure 1 provides an overview of the
attack primitives and defenses discussed.

To show that our attack primitives are applicable in practice,
we then discuss a set of vulnerable example WebAssembly
applications and demonstrate end-to-end exploits against each
one of them. The attacked applications cover three different
kinds of platforms that support WebAssembly: browser-based
web applications, server-side applications on Node.js, and
applications for stand-alone WebAssembly VMs.

In our quantitative evaluation, we then estimate the fea-
sibility of attacks against other binaries. We collect a set of
binaries from real-world web applications and compiled from
large C and C++ programs of the SPEC CPU benchmark
suite. Regarding data-based attacks, we find that one third of
all functions make use of the unmanaged (and unprotected)
stack in linear memory. Regarding control-flow attacks, we
find that every second function can be reached from indirect
calls that take their target directly from linear memory. We
also compare WebAssembly’s type-checking of indirect calls
with native control-flow integrity defenses.

Our work improves upon initial discussions of WebAssem-
bly binary security in the non-academic community [20, 25,
28, 45] by providing a systematic analysis, a generalization
of attacks, and data on real binaries (see Section 8 for a more
detailed comparison).

Contributions In summary, this paper contributes:
• An in-depth security analysis of WebAssembly’s linear

memory and its use by programs compiled from lan-
guages such as C, C++, and Rust, which common mem-
ory protections are missing from WebAssembly, and how
this can make some code less secure than when compiled
to a native binary (Section 3).

• A set of attack primitives, derived from our analysis and
generalized from previous work, along with a discussion
of mitigations that the WebAssembly ecosystem does,
or does not, provide (Section 4).

• A set of example vulnerable applications and end-to-end
exploits, which show the consequences of our attacks on
three different WebAssembly platforms (Section 5).

• Empirical evidence that both data and control-flow at-
tacks are likely to be feasible, measured on WebAssem-
bly binaries from real-world web applications and com-
piled from large C and C++ programs (Section 6).

• A discussion of possible mitigations to harden WebAs-
sembly binaries against the described attacks (Section 7).
We make our attack primitives, end-to-end exploits, and
analysis tool publicly available2 to aid in this process.

2https://github.com/sola-st/wasm-binary-security
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2 Background on WebAssembly

Since WebAssembly is still relatively new, we briefly give an
introduction to its syntax, execution model, and the ecosystem.
More comprehensive information is available in the official
documentation and specification [12, 14].

Overview WebAssembly is a binary format. The binaries
are designed to be compact and quick to parse. Unlike for x86,
static disassembly is simple and reliable. A human-readable,
exact text representation of binaries exists, called wat. Fig-
ure 2 shows a simple WebAssembly program. One module
corresponds to one file. A module contains functions, globals,
and at most one linear memory and indirect call table. Pro-
gram elements, such as functions or locals, are identified by
integer indices. For convenience, indices can be written as
$name in the text format, but those labels are lost in the binary.

WebAssembly bytecode is executed on a stack-based vir-
tual machine. Instructions pop their inputs from and push
their results to the implicit evaluation stack. There are no reg-
isters. Individual values can be stored in an unlimited number
of global variables, whose scope is the entire module, and
local variables, which are only visible to the current func-
tion. Functions cannot access local variables or the evaluation
stack of other functions, also not of their caller or callees. The
evaluation stack, globals, and locals are managed by the VM.

Types Unlike in most native architectures, WebAssembly
globals, locals, and the arguments and results of functions and
instructions are typed. Binaries are statically type-checked
before being executed. There are four primitive types: 32
and 64 bit integers (i32, i64) and single and double precision
floats (f32, f64). More complex types, such as arrays, records,
or designated pointers do not exist. Source-level types are
thus lowered to these primitive types during compilation.

Control-Flow Unlike native code or Java bytecode, Web-
Assembly has only structured control-flow. Instructions in
a function are organized into well-nested blocks. Branches
can only jump to the end of surrounding blocks, and only in-
side the current function. Multi-way branches can only target
blocks that are statically designated in a branch table. Unre-
stricted gotos or jumps to arbitrary addresses are not possible.
In particular, one cannot execute data in memory as bytecode
instructions. Many classical attacks are thus ruled out in Web-
Assembly, e.g., injecting shellcode or abusing unrestricted
indirect jumps, e.g., jmp *%reg in x86.

Indirect Calls To implement function pointers and virtual
functions, WebAssembly has indirect calls. Figure 3 illus-
trates how they work. The call_indirect instruction on the
left pops a value from the stack, which it uses to index into
the so called table section. Table entries map this index to a
function, which is subsequently called. Thus, a function can
only be indirectly called if it is present in the table. Functions

1 (module
2 ;; Import function from host environment.
3 (import "print" (func $print (param i32)))
4 ;; Global variable, 32-bit integer, initialized to 42.
5 (global $g i32 (i32.const 42))
6 ;; Function in the binary with type [i32] -> [i64].
7 (func $f (param $arg i32) (result i64)
8 (local $var i32) ;; Declaration of a local variable.
9 i32.const 8 ;; Push constant on stack.

10 local.get $arg ;; Copy function argument to stack.
11 i32.add ;; Pop inputs from stack, push result.
12 local.tee $var ;; Copy result to local variable.
13 if ;; Is top == 0?
14 i32.const 1024 ;; Pointer to string in memory.
15 call $print ;; Call imported function.
16 end ;; Structured control-flow.
17 local.get $var ;; Push local value as address for...
18 i64.load ;; ...8 byte read from linear memory.
19 )
20 ;; Explicitly initialized memory at offset 1024.
21 (data (i32.const 1024) "some string\00"))

Figure 2: Example of a WebAssembly binary, represented in
the (slightly simplified) text format.

Instructions

table Section Functions            (statically typed)

...
<push some value>
call_indirect [i32, i32] → [ ]

0 1

1 2

2 (empty)

3 2

... ...

Table
index

(func $0  (param i32) (return i32)
code...

)
(func $1  (param) (return)

code...
)
(func $2  (param i32 i32) (return)

code...
)
...

Function
index

Target type, 
statically encoded

Figure 3: Indirect function calls via the table section.

can be referenced multiple times in the table and not every
entry in the table must be filled. To ensure type-correctness,
the VM checks before executing the call that the target func-
tion is type-compatible with the statically declared type in the
indirect call instruction and aborts execution otherwise.

Linear, Unmanaged Memory In contrast to other byte-
code languages, WebAssembly does not provide managed
memory or garbage collection. Instead, the so called linear
memory is simply a single, global array of bytes. Load and
store instructions can access arbitrary addresses within the
currently allocated memory. The memory is addressed by
32-bit pointers, and i32 serves as the pointer type. A Web-
Assembly program can request the VM to increase the linear
memory with the memory.grow instruction. For efficient dy-
namic memory allocation, a WebAssembly program typically
includes its own allocator, which manages the linear memory,
e.g., by providing malloc and free to the program.

Host Environment WebAssembly modules are executed
in a host environment. Without the host environment, WebAs-
sembly programs cannot, for example, perform I/O or access
the network. Instead, such functionality is provided by the
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host through functions that can be imported by the WebAs-
sembly module. In browsers, all APIs available to JavaScript-
based client-side web applications can be imported, such as
XmlHttpRequest, eval, or document.write. Other host environ-
ments are also emerging, e.g., Node.js for server-side applica-
tions, and stand-alone VMs, which provide their own APIs
to WebAssembly modules. For example, modules running
in Node.js may invoke exec to execute shell commands, and
modules running on a stand-alone VM may interact with the
local file system through the WebAssembly system interface
(WASI) [9]. Non-primitive data, e.g., strings or objects, must
be passed between host and WebAssembly module through
linear memory, which can be accessed by both.

Compilers and Tooling As a low-level bytecode, WebAs-
sembly is a compilation target for higher-level programming
languages. There are several compilers for different languages,
e.g., C, C++, Rust, Go, and AssemblyScript, and for differ-
ent host environments. In addition to the source program,
compilers also add their own, host-environment-specific im-
plementation of the standard libraries of the compiled lan-
guage. For example, when Emscripten compiles C code for
the browser, it will add JavaScript implementations such that
printf outputs to the browser console.

3 Security Analysis of Linear Memory

We now begin our security analysis of WebAssembly binaries
and focus first on one of their key components: linear memory.
We analyze how compilers arrange program data in linear
memory and investigate how and which standard memory
protection mechanisms are applied.

3.1 Managed vs. Unmanaged Data
We distinguish managed and unmanaged data in WebAssem-
bly. Managed data, i.e., local variables, global variables, val-
ues on the evaluation stack, and return addresses, reside in
dedicated storage handled directly by the VM. WebAssembly
code can only interact with managed data implicitly through
instructions, but not directly modify its underlying storage.
E.g., local.get 0 reads local 0, but at no point is the actual,
underlying address of the local visible to the program. Un-
managed data is all data that resides in linear memory. It is
completely under the control of the program and typically
organized by compiler-generated code.

There are several reasons for putting unmanaged data in
linear memory. Since WebAssembly has only four types and
because managed data can hold instances of only those primi-
tive types, all non-scalar data, such as strings, arrays, or lists,
must be stored in linear memory. Because managed data has
no address, any variable whose address is ever taken in the
source program, e.g., out parameters, must also be stored in
linear memory. Because many non-scalar types occur in the
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Figure 4: WebAssembly linear memory layouts for different
compilers and backends.

source program as function-scoped, global, or data with dy-
namic lifetime, the compiler creates areas for a call stack,
a heap, and static data in linear memory. We will refer to
the compiler-created call stack in linear memory as the un-
managed stack to distinguish it from the managed evaluation
stack, which holds intermediate values of instructions, and the
managed call stack, which holds locals and return addresses.
Importantly, this means a lot of data lies in unmanaged linear
memory, not under protection of the VM, but instead under
full control of memory write instructions in the program.

3.2 Memory Layout

Native ELF binaries3 contain sections for zero-initialized
data (.bss), read- and writable data (.data), read-only data
(.rodata), code (.text), a stack, and a heap. The compilers we
analyze, Emscripten, Clang, and Rustc, all perform a similar
subdivision of the linear memory in WebAssembly binaries
(Figure 4). The heap must always be placed at the end of
linear memory, such that it can grow towards higher addresses
and make use of additional memory when it is requested
from the host environment. Below the heap are the stack and
static data. Since there is no read-only memory in WebAssem-
bly (more on that in the next section), there is no distinction
between .data and .rodata, and since memory is always zero-
initialized, there is no need for a dedicated .bss section. In
other words, .data, .rodata, and .bss are not explicitly distin-
guished in WebAssembly. In the following, when we refer to
the data section in linear memory, we mean all such data that
is valid for the whole lifetime of the program, e.g., statically
initialized string constants, global arrays, or zero-byte ranges.

The memory layout, i.e., the order of stack, heap, and data
in linear memory, depends on the compiler. Figure 4a shows
that the fastcomp backend of Emscripten (the first WebAs-
sembly backend and thus frequently used until its deprecation
in October 2019 [8]) places the static data at the beginning
of linear memory, followed by the stack, and then the heap.
The stack grows upwards (i.e., towards higher addresses) in
this configuration. More recently, LLVM has gained its own,

3Other native binary formats, such as PE, have analogous sections, but for
readability we compare only with ELF here.
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in-tree WebAssembly backend [70], which at the time of writ-
ing is used by Emscripten, Clang, and the Rust compiler. That
is, in most WebAssembly binaries produced today, the stack
grows downwards (similar to ARM and x86). The difference
between Figure 4b and 4c is in the relative order of stack and
data in linear memory. In Emscripten and Clang, static data
comes first by default. In Rust and in Clang with the linker
option -stack-first, the stack comes first and static data sits
between stack and heap.

3.3 Memory Protections
One of the most basic protection mechanisms in native pro-
grams is virtual memory with unmapped pages. A read or
write to an unmapped page triggers a page fault and termi-
nates the program, hence an attacker must avoid writing to
such addresses. WebAssembly’s linear memory, on the other
hand, is a single, contiguous memory space without any holes,
so every pointer ∈ [0,max_mem] is valid. As long as the at-
tacker stays within this bound, any read or write will succeed.
This is a fundamental limitation of linear memory with severe
consequences. Since one cannot install guard pages between
static data, the unmanaged stack, and the heap, overflows in
one section can silently corrupt data in adjacent sections. Sec-
tion 4 shows that buffer and stack overflows are thus very
powerful attack primitives in WebAssembly.

Virtual memory in native execution also allows to set page
protection flags, i.e., marking pages exclusively as readable,
writable, or executable. In WebAssembly, linear memory is
non-executable by design, as it cannot be jumped to. However,
WebAssembly does not allow marking memory as read-only;
instead, all data in linear memory is always writable. This
is another quite surprising limitation of linear memory and
enables one of our attack primitives in Section 4.

As an additional probabilistic defense in native execution,
address space layout randomization (ASLR) [51] randomly
arranges the stack, heap, and code in the address space at
runtime. For a successful attack, the attacker thus first has
to obtain a pointer, e.g., to the heap, via an information dis-
closure vulnerability. In WebAssembly, there is no ASLR.
WebAssembly linear memory is arranged deterministically,
i.e., stack and heap positions are predictable from the com-
piler and program. Even if one were to add some form of
ASLR to WebAssembly, linear memory is addressed by 32-
bit pointers, which likely does not provide enough entropy
for strong protection [58].

4 Attack Primitives

This section presents attack primitives that can be used to ex-
ploit vulnerabilities in code compiled to WebAssembly. The
attack primitives span three dimensions from which a full
attack can be constructed. The first dimension is about obtain-
ing a write primitive, i.e., the ability of an attacker to use a

vulnerability for unexpected writes to memory. The second di-
mension corresponds to the data that can be overwritten. The
third dimension is about triggering security-compromising
behavior by overwriting data. In principle, the primitives in
these three dimensions can be freely combined. For exam-
ple, a write primitive from the first dimension can overwrite
any data from the second dimension to trigger any kind of
misbehavior from the third dimension.

Figure 1 gives an overview of the three dimensions of at-
tack primitives ( ) and mitigations designed to counter them
( ). As discussed in detail in the following, many of the
standard mitigations used when compiling to native binaries
are unused or unavailable when compiling to WebAssembly
(shown by crossing out mitigations). Some of the attack prim-
itives described here are based on existing ideas for exploiting
vulnerabilities in C/C++ code compiled to native code. The
novelty lies in the way these attacks and existing mititations
transfer, or do not transfer, to WebAssembly. Other attack
primitives (e.g., Section 4.1.2 and 4.2.3) have never been pos-
sible in modern native systems with virtual memory and are
presented here for WebAssembly for the first time.

4.1 Obtaining a Write Primitive
Given a WebAssembly binary compiled from vulnerable C or
C++ code, there are several ways for an attacker to obtain a
write primitive. In particular, we discuss those types of attacks
for which there are effective mitigations on native platforms,
but not in WebAssembly.4

4.1.1 Stack-based Buffer Overflow

Stack-based buffer overflows have been widely exploited [50]
and, by now, there exist several mitigation techniques. We
show that, contrary to current beliefs, stack-based buffer over-
flows are exploitable in WebAssembly.

Figure 5 shows C code prone to overflow because line 9
fails to perform bounds checking. Figure 5b shows the stack
layout when compiling this code with a modern compiler to
x86. The stack contains local variables of the current function
(same_frame and buffer), local variables of parent functions
(parent_frame), saved registers (if any), and the return address.
An overflow of buffer could overwrite data on the stack, in
particular return addresses. However, modern compilers miti-
gate this kind of attack in several ways. To detect buffer over-
flows, compilers place stack canaries (or stack cookies) [24]
above local data. To minimize the data that could be over-
written, compilers also reorder local variables on the stack.
In many cases, the compiler can also prevent potential buffer
overflow vulnerabilities through semantics-preserving code
transformations. For example, the FORTIFY_SOURCE flag allows

4We do not discuss attack primitives that are possible in WebAssembly but
neither novel nor specific to this platform. E.g., integer overflows exist in
WebAssembly just as they do in x86 or ARM.
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the compiler to replace strcpy with strncpy if the length of
the string is known.

Do stack-based buffer overflows affect WebAssembly? Be-
cause the WebAssembly VM isolates managed data, in par-
ticular, return addresses, it is tempting to get a strong (and
false) sense of security, as illustrated by the quote from Web-
Assembly’s official design document in Section 1. Yet, buffer
overflows can compromise data in WebAssembly because
parts of the function-scoped data in C is stored on the unman-
aged stack in the linear memory (Section 3.1).

Figure 5c illustrates the problem by showing the unman-
aged stack in linear memory (top), as well as the internal
state of the WebAssembly VM that stores the return addresses
of calls (bottom). While the VM-internal state is protected
against overwrites by the VM, the unmanaged stack is not.
Indeed, an overflow while writing into a local variable on
the unmanaged stack, e.g., buffer, may overwrite other local
variables in the same and even in other stack frames upwards
in the stack, e.g., parent_frame. Because overflows can also
write to data in the parent function (as we show above) and
even to other memory sections (as we show later), the prim-
itive is more powerful and the use of stack canaries more
important than previously realized [20, 45].

4.1.2 Stack Overflow

Another write primitive are stack overflows, which occur due
to excessive or infinite recursion or when a local buffer of
variable size is allocated on the stack, e.g., using alloca. If
an attacker controls the size of stack allocations, or provides
corrupted input data that violates internal assumptions of re-
cursive functions, she may trigger a stack overflow. For ex-
ample, recursive implementations of functions operating on
trees or lists often assume acyclicity; a cyclic data structure
passed to such a function can then lead to infinite recursion.

On most native platforms, stack overflows will cause the
program to crash as the stack grows into a special guard page
that separates the stack from other areas of memory. In Web-
Assembly, such protections do not exist for the unmanaged
stack, so an attacker-controlled stack overflow can be used
to overwrite potentially sensitive data following the stack
(Section 3.2).

4.1.3 Heap Metadata Corruption

Another primitive an attacker may use to write memory in
WebAssembly programs is to corrupt heap metadata of the
memory allocator shipped with a WebAssembly binary. Be-
cause in WebAssembly no default allocator is provided by
the host environment, compilers include a memory allocator
as part of the compiled program (Section 2). Since the Web-
Assembly module typically has to be downloaded from the
internet right before execution, the code size of the alloca-
tor is an important consideration. The Emscripten compiler

1 void parent() {
2 char parent_frame[8] = "BBBBBBBB"; // Also overwritten
3 vulnerable(readline());
4 // Dangerous if parent_frame is passed, e.g., to exec
5 }
6 void vulnerable(char* input) {
7 char same_frame[8] = "AAAAAAAA"; // Can be overwritten
8 char buffer[8];
9 strcpy(buffer, input); // Buffer overflow on the stack

10 }

(a) Vulnerable C program, overflowing buffer on the stack.

...

parent_frame

return address

stack canary

buffer

same_frame

rsp+8

rsp

Overflow
rsp+16

(b) Stack layout on x86-64
with canaries and reordering.

...

parent_frame

same_frame

buffer

$sp+8

$sp

Overflow

Unmanaged
stack in linear 
memory:

VM state /
Managed data: ...

return address

(c) Unmanaged stack and VM
state in WebAssembly.

Figure 5: Example of a stack-based buffer overflow and its
exploitability in WebAssembly.

therefore lets developers choose between the default alloca-
tor, based on dlmalloc, and the simplified allocator emmalloc
that reduces the final code size. Similarly, Rust programs
can choose a more lightweight allocator when compiling to
WebAssembly, called wee_alloc.5

While standard allocators, such as dlmalloc, have been
hardened against a variety of metadata corruption attacks,
simplified and lightweight allocators are often vulnerable to
classic attacks. We find both emmalloc and wee_alloc to be
vulnerable to metadata corruption attacks, which we illustrate
for a version of emmalloc in the following.6

When deallocating a chunk of memory by calling free, al-
locators try to merge as many adjacent free chunks as possible
into a single larger one to avoid fragmentation. This gives
rise to the classical unlink exploit [18, 38] shown in Figure 6.
Since emmalloc is a first-fit allocator, it will return the first
chunk in the free list large enough to satisfy an allocation
request. Thus, two directly following allocation requests yield
two chunks adjacent to each other in memory, such as alloc1

and alloc2 in Figure 6a. Lines 1 to 9 of emmalloc’s source
code in Figure 6c show that the metadata of each chunk starts
with a bit indicating whether the current chunk is free or not,
the chunk’s size, a pointer to the preceding chunk, and finally
either the payload (raw bytes) or a FreeInfo struct, which in
a benign allocation makes that chunk part of a doubly linked
list of free chunks.

5https://github.com/rustwasm/wee_alloc
6Recently, emmalloc’s implementation was slightly changed, but it is still
vulnerable against this type of attack. We provide an exploit against the
newer version as well in our supplementary material.

6

https://github.com/rustwasm/wee_alloc


size prev payload size prev pay        load

alloc1 alloc2

1used
bit

1

(a) Heap layout before the overflow: two adjacent chunks.

size prev payload size prev
FreeInfo

prev next

Fake free chunk

1

free bit

0

Overflow

un-
used value

Mirrored overwrite:

prev
+0

prev
+4

value

next

(b) Heap layout after an overflow of alloc1: manipulated
metadata causes mirrored write to a chosen location on free.

1 struct FreeInfo { FreeInfo* prev; FreeInfo* next; };
2 struct Chunk {
3 size_t used : 1; size_t size : 31;
4 Chunk* prev;
5 union { // Depending on whether the chunk is free or not.
6 char payload[];
7 FreeInfo freeInfo;
8 };
9 };

10 // Called on alloc2, before merging it into alloc1.
11 void removeFromFreeList(Chunk* chunk) {
12 FreeInfo* freeInfo = chunk->freeInfo;
13 freeInfo->prev->next = freeInfo->next; // mirrored
14 freeInfo->next->prev = freeInfo->prev; // write
15 }

(c) Excerpt from the emmalloc allocator (edited for clarity).

Figure 6: Example of a heap metadata corruption in emmalloc after an overflow on the heap.

Given an overflow of data in alloc1 (e.g., due to a memcpy

with the wrong length), an attacker can write to the directly
adjacent metadata of alloc2 to clear the used bit and set up
a “fake” FreeInfo struct (Figure 6b). Finally, when alloc1 is
freed, the allocator checks whether there is an opportunity to
merge the newly freed chunk with an adjacent free chunk. Be-
cause the manipulated metadata identifies the following chunk
as free, the allocator calls removeFromFreeList to unlink it in
preparation for merging the two. In line 13 of Figure 6c, the
unlinking code of emmalloc then writes the attacker-controlled
value of the next field into the next field of another FreeInfo
struct (i.e., to an offset of 4 bytes) at the attacker-controlled
address in prev. This allows the attacker to write an arbitrary
value to an arbitrary address. Due to line 14, there additionally
is a mirrored write into the location pointed to by next. Thus,
to avoid a runtime error terminating execution, both prev and
next must be valid pointers. Since Emscripten allocates a
default stack size of 5MiB, values below 5× 220 can in all
likelihood be safely written. This is more than sufficient for
overwriting function table indices (see Section 4.3.1), which
are at most in the range of thousands.

The above methods for obtaining write primitives are by no
means exhaustive, but the most direct methods from the tradi-
tional exploit arsenal that currently do not have mitigations
in WebAssembly. Other possible attacks may exploit format
string vulnerabilities, use-after free and double-free vulnera-
bilities, single-byte buffer overflows, or perform more sophis-
ticated attacks on memory management.

4.2 Overwriting Data

The second dimension of attack primitives corresponds to the
data that can be overwritten with a given write primitive to
gain additional control over the execution.

4.2.1 Overwriting Stack Data

The unmanaged stack in linear memory contains function-
scoped data, such as arrays, structs or any value that has its
address taken. With a given fully-flexible write primitive, an
attacker can overwrite any potentially critical local data in-
cluding function pointers represented as function table indices
or arguments to security-critical functions.

In contrast to native code, there are no return addresses
on the unmanaged stack. Hence, a purely linear stack-based
buffer overflow cannot easily take control of the execution.
However, the overflow can reach all currently active call
frames if the stack is growing downwards, as it does in most
configurations, see Section 3.2. Because there are no return
addresses or stack canaries, the overflow can overwrite local
data of all calling functions without risking early termination.

4.2.2 Overwriting Heap Data

The heap commonly contains data with longer lifetime and
will store complex data structures across different functions.
Targeted writes to heap data are straightforward in WebAs-
sembly due to the fully deterministic memory allocation (Sec-
tion 3.3). To make matters worse, even a linear stack-based
buffer overflow of sufficient length can corrupt heap data. The
reasons are that the heap comes after the stack in any compiler
configuration (Section 3.2) and that no mechanism, such as
guard pages, mitigates such attempts.

Note that with a single linear memory, there is no way to
avoid the fundamental risk of either stack overflows or stack-
based buffer overflows. If the stack grows upwards, a stack
overflow can silently corrupt heap data. If the stack grows
downwards, stack-based buffer overflows are the culprit.

4.2.3 Overwriting “Constant” Data

The following it the perhaps most surprising target of a data
overwrite, as it is impossible in modern native platforms.
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Many programming languages allow to protect data from be-
ing overwritten by declaring it constant. This is enforced not
just by the type system, but also at runtime by placement in
read-only memory. As WebAssembly has no way of making
data immutable in linear memory, an arbitrary write primitive
can change the value of any non-scalar constant in the pro-
gram, including, e.g., all string literals. Even more restricted
write primitives allow modification of constant data: a stack
overflow with the memory layout of Figure 4b can write into
constant data; similarly, a stack-based buffer overflow can
reach constant data in the memory layout of Figure 4c. As a
result, an attacker with either of those capabilities can over-
write any supposedly constant data, compromising the guar-
antees intended by the programming language. We will show
two examples of exploits caused by this surprising aspect of
WebAssembly linear memory in the next section.

4.3 Triggering Unexpected Behavior
Given a write primitive (Section 4.1) and a choice of data to
overwrite (Section 4.2), there are several ways for an attacker
to trigger unexpected behavior.

4.3.1 Redirecting Indirect Calls

The closest equivalent of native control-flow attacks in Web-
Assembly is the redirection of indirect function calls. This
type of attack allows for executing code that normally would
not be executed in a given context.

In Section 2, we have illustrated indirect function calls in
WebAssembly. An attacker may redirect an indirect call by
overwriting an integer in linear memory that eventually serves
as an index into the table section. As described in Section 4.2,
this integer value may be a local variable on the unmanaged
stack, part of a heap object, in a vtable, or even a supposedly
constant value.

WebAssembly has two mechanisms that limit an attacker’s
ability to redirect indirect calls. First, not all functions defined
in or exported into a WebAssembly binary appear in the table
for indirect calls, but only those that may be subject to an
indirect call. Second, all calls, both direct and indirect, are type
checked. As a result, an attacker can redirect calls only within
the equivalence class of functions of the same type, similar
to type-based control-flow integrity [15]. In Section 6 we
measure to what extent these mechanisms reduce the available
call targets an attacker can choose from.

4.3.2 Code Injection into Host Environment

WebAssembly modules can interact with their host environ-
ment in various ways to cause externally visible effects.
One such way is to invoke the notorious eval function
of a JavaScript host environment, which interprets a given
string as code. To access eval, WebAssembly modules com-
piled via Emscripten can use, e.g., emscripten_run_script,

which executes JavaScript code in the host environment, both
in browsers and in Node.js-based server-side code [7]. In
browsers, any function that allows to add code to the docu-
ment (e.g., document.write) can serve as an eval-equivalent
for constructing exploits. In Node.js, the low-level nature of
the API gives even more options for code injection, e.g., the
exec function of the child_process module.

Using the primitives described in Section 4.1 and Sec-
tion 4.2, an attacker may inject malicious code by overwriting
the argument passed to an eval-like function. For example,
suppose a WebAssembly usually invokes eval with a “con-
stant” string of code stored in linear memory, then an attacker
could overwrite that constant with malicious code.

4.3.3 Application-specific Data Overwrite

Depending on the application, there can be other sensitive
targets for data overwrites. For example, a WebAssembly
module issuing web requests through an imported function
could be made to contact a different host by overwriting the
destination string, to initiate cookie stealing. As a further ex-
ample, several interpreters and runtimes have been compiled
to WebAssembly, e.g., to execute CIL/.NET code directly in
the browser [5]. These kinds of environments contain many
opportunities for significantly altering program behavior, e.g.,
by overwriting bytecode then interpreted by the runtime.

5 End-to-End Attacks

We now demonstrate several end-to-end attacks that represent
different points in the design space of attacks defined by
the primitives of Section 4. These attacks substantiate our
claim that the current lack of mitigations in the WebAssembly
ecosystem enables realistic attack scenarios. We make all
described attacks publicly available, providing a benchmark to
guide and evaluate future work on hardening WebAssembly.

Table 1 gives an overview of the end-to-end attacks. The
attacks cover several platforms that support WebAssembly:
the browser, where we demonstrate a cross-site scripting at-
tack; Node.js, where we show a remote code execution attack;
and stand-alone WebAssembly VMs, such as wasmtime [10],
where we show an arbitrary file write attack.

5.1 Cross-Site Scripting in Browsers
This attack shows that including vulnerable code compiled to
WebAssembly into a client-side web application can enable
attacks known from JavaScript-based applications, such as
cross-site scripting (XSS). As an example, consider an image
sharing service where users upload and view images. The ser-
vice provides a web application that converts images between
different formats on the client side, using a version of the
libpng image codec library compiled to WebAssembly (Fig-
ure 7). Given a file to be converted to PNG, the application
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§ Host environment Write primitive Overwritten data Location of data Malicious behavior

5.1 Browsers (client-side)
Stack-based buffer overflow
(CVE-2018-14550)

Image tag in
DOM string

Heap
Cross-site scripting in JavaScript via
document.write()

5.2 Node.js (server-side) Heap metadata corruption Function index Stack Inject arbitrary shell command into exec()

5.3
Wasmtime
(stand-alone runtime)

Stack-based buffer overflow String literals “Constant” data
Write arbitrary content to chosen
file using fprintf()

Table 1: Overview of our end-to-end attacks, using different combinations of attack primitives on three host environments.

(a) In the benign case: Select a
PNM image and. . .

(b) . . . convert it to PNG with a
C library, fully on the client side.

(c) A malicious input can overflow a buffer on the stack, then corrupt
a string on the heap, which is later used in DOM manipulation.

1 void main() {
2 std::string img_tag = "<img src=’data:image/png;base64,";
3 pnm2png("input.pnm", "output.png"); // CVE-2018-14550
4 img_tag += file_to_base64("output.png") + "’>";
5 emcc::global("document").call("write", img_tag);
6 }

(d) Excerpt of C++ code (to be compiled with Emscripten) that uses
the vulnerable C library.

Figure 7: Example of cross-site scripting caused by using the
vulnerable libpng library (CVE-2018-14550).

calls libpng and then displays the image by calling a DOM
manipulation function, such as document.write, provided by
the JavaScript host environment.

Version 1.6.35 of libpng suffers from a known buffer over-
flow vulnerability (CVE-2018-14550 [3]), which can be ex-
ploited when converting a PNM file to a PNG file. When
the library is compiled to native code with modern compilers
on standard settings, stack canaries prevent this vulnerability
from being exploited. In WebAssembly, the vulnerability can
be exploited unhindered by any mitigations.

To exploit the vulnerability for cross-site scripting, an at-
tacker provides a malicious image to another user who then
displays it using the web application. Figure 7d shows a mini-
mal version of such an application. During normal execution,
the application converts the image (line 3), encodes it with
base64 in a data URL, copies it into an img tag (line 4), and
then adds the tag into the document (line 5). Since the im-

age is embedded into the DOM as a base64-encoded string,
it normally cannot lead to XSS. However, exploiting the
stack-based buffer overflow in libpng allows the attacker to
overwrite higher addresses, including the heap, which holds
the C++ string with the img tag (line 2). The attacker can
then replace the img tag with arbitrary other content, e.g., a
script tag that displays an alert, which will then get passed
to document.write.

Depending on how the input data is uploaded, the above
scenario can lead to both non-persistent and persistent XSS
attacks. In the non-persistent variant, the attacker tricks the
user into uploading a malicious image, which then triggers
the attack immediately in the user’s browser. In the persistent
variant, the attacker uploads the malicious input image himself
and then shares it with others, who will be attacked once they
download the input, and convert it in their browser with the
vulnerable WebAssembly application.

5.2 Remote Code Execution in Node.js
In the next attack, we demonstrate that including vulnerable
WebAssembly in a Node.js-based application can enable re-
mote code execution. As an example, consider a server that
accepts requests to log the ids of customers that have been
happy or unhappy about some product. Figure 8b shows an
excerpt of the code running in the server application. The
handle_request function receives three attacker-controlled
parameters: input1, which describes whether the customer
was happy; input2, which is supposed to be the length of the
string in input1; and input3, which contains the id of the cus-
tomer. Depending on the customer’s happiness, the code calls
log_happy or log_unhappy, which is selected by assigning the
respective function to the function pointer func.

The code contains a heap overflow vulnerability at line 9.
In the absence of safe unlinking and other mitigations (we use
the emmalloc allocator for our proof of concept) an attacker
can use the overflow to obtain an arbitrary write primitive
through the classic heap metadata corruption attack (see Sec-
tion 4.1.3). If the function pointer func is compiled into a
variable in linear memory (which is the case, e.g., for all
function pointers in vtables), the attacker can use the write
primitive to manipulate it and redirect the call (Section 4.3.1).
The absence of ASLR simplifies such an attack further, as the
address to overwrite is deterministic.
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1 // Functions supposed to be triggered by requests
2 void log_happy(int customer_id) { /* ... */ }
3 void log_unhappy(int customer_id) { /* ... */ }
4

5 void handle_request(char *input1, int input2, char *input3) {
6 void (*func)(int) = NULL;
7 char *happiness = malloc(16);
8 char *other_allocation = malloc(16);
9 memcpy(happiness, input1, input2); // Heap overflow

10 if (happiness[0] == ’h’) func = &log_happy;
11 else if (happiness[0] == ’u’) func = &log_unhappy;
12 free(happiness); // Unlink exploit overwrites func
13 func(atoi(input3)); // 3rd input is passed as argument
14 }
15

16 // Somewhere else in the binary:
17 void exec(const char *cmd) { /* ... */ }

(a) Sample application that calls one of two logging functions de-
pending on its input. It suffers from a heap overflow, which causes
an arbitrary write on free, allowing to redirect func to &exec. Then
input3 can be chosen as the address of an injected string.

1 (func $log_happy (param i32) (result) ...)
2 (func $log_unhappy (param i32) (result) ...)
3 (func $exec (param i32) (result) ...)

(b) Excerpt of the function section for the binary compiled from Fig-
ure 8a, showing that exec, log_happy, and log_unhappy all have
the same WebAssembly type [i32]→ [ ].

Figure 8: Example of remote code execution.

One possible target for redirecting the call is the exec func-
tion that can also be found in the binary (line 17). While exec

and the log_* functions have different C++ types, all three
functions have identical types on the WebAssembly level
(Figure 8b). The reason is that both integers and pointers are
represented as i32 types in WebAssembly, i.e., the redirected
call passes WebAssembly’s type check. The final challenge is
to pass an arbitrary command into exec, which is similar to
the injection of shellcode in native exploitation. One option
is to inject a suitable command string into the heap when
overwriting the function index, and to then pass a decimal
string with the address of the command string as input3.

5.3 Arbitrary File Write in Stand-alone VM
WebAssembly is starting to establish itself as a universal
bytecode beyond web applications. To this end, applications
require access to the underlying operating system, e.g., for
manipulating files. This interface is currently undergoing stan-
dardization as the WebAssembly System Interface (WASI) [9].
There are multiple virtual machines for running stand-alone
WebAssembly applications, including wasmtime [10] and
WAVM [11], and Clang can compile for them.

This attack demonstrates that, despite stand-alone WebAs-
sembly VMs being advertised as a secure platform for exe-
cuting C/C++ code, WebAssembly currently enables attacks
impossible in modern native execution platforms. Figure 9a

1 // Write "constant" string into "constant" file
2 FILE *f = fopen("file.txt", "a");
3 fprintf(f, "Append constant text.");
4 fclose(f);
5

6 // Somewhere else in the binary:
7 char buf[32];
8 scanf("%[^\n]", buf); // Stack-based buffer overflow

(a) C program with stack-based buffer overflow that overflows into
‘constant’ section, causing an arbitrary file write.

1 (data (i32.const 65536) "%[^\0a]\00
2 file.txt\00a\00
3 Append constant text.\00...")

(b) Excerpt of the data section for the binary compiled from Fig-
ure 9a, showing that the filename literal and contents to be written
are located in regular (writable) linear memory.

Figure 9: Example of arbitrary file write.

shows an excerpt of an apparently harmless application that
appends a constant string to a statically known file. Some-
where else in the program, the code suffers from a textbook
buffer overflow, which enables an attacker to overwrite data
on the stack. Compiled to a native target, exploiting the buffer
overflow cannot influence the file I/O, which is entirely based
on string literals stored in the read-only pages loaded from
the .rodata section.

When running on a stand-alone WebAssembly VM, this
vulnerability can be exploited for an arbitrary file write. The
strings for filename and contents are stored in the unmanaged
linear memory, as shown in Figure 9b. They can be overwrit-
ten by a stack-based buffer overflow of sufficient length if
data lies above the stack (see Section 3.2). As a result, the
attacker can write arbitrary data into an arbitrary file by over-
writing the filename and contents strings. In our exploit, even
the file open mode "a" (append) is changed to "w" by simply
overwriting the corresponding string in the data section.

6 Quantitative Evaluation

To better understand how realistic the attacks described so far
are in practice, we now present a quantitative evaluation on
real-world WebAssembly binaries. We address the following
research questions:

RQ1 How much data is stored on the unmanaged stack?
This question is relevant because the unmanaged stack
serves both as an entry point to obtain a write primitive,
e.g., via a stack-based buffer overflow, and as a target for
overwrites, e.g., to manipulate sensitive data. (Section 6.2)

RQ2 How common are indirect calls and how many func-
tions can be reached from indirect calls? These questions
are relevant to understand the risk for control-flow diver-
gence by redirecting indirect calls. (Section 6.3)
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RQ3 How does WebAssembly’s type checking of indirect
call targets compare to current control-flow integrity (CFI)
defenses for native binaries? Since the runtime validation
of indirect call targets performed by the WebAssembly VM
resembles CFI defenses, we compare both in terms of CFI
equivalence classes and class sizes. (Section 6.4)

We make our full dataset and the tools we developed to
obtain them available for download (see Section 1).

6.1 Experimental Setup and Analysis Process
Program Corpus The binaries we analyze in our quanti-
tative evaluation are split into two groups. First, we collect
a set of 9 binaries from real-world, deployed WebAssembly
applications: Adobe’s Document Cloud View SDK7 renders
and annotates PDFs in the browser; Figma8 is a collaborate
user-interface design web application; the 1Password X 1.17
browser extension9 contains a WebAssembly component for
password generation; Doom 3 as an example of a large game
engine ported to WebAssembly10; and finally a set of codecs
(webp, mozjpeg, optipng, hqx) for in-browser image conver-
sion11. The binaries span different application domains (docu-
ment editing, games, codecs), deployment scenarios (web ap-
plication, browser extension), and source languages (C, C++,
Rust), so we believe they are a good first approximation of
realistic WebAssembly binaries. We collect their most recent
versions as of March 2020. Since our tool is open source, we
welcome others to replicate our results and extend them by
analyzing other WebAssembly binaries.

The second group of binaries in our corpus are 17 C and
C++ programs from the SPEC CPU 2017 benchmark suite,
compiled to WebAssembly. SPEC CPU has been used before
to study the performance of WebAssembly [37]. It has also
been used to evaluate the security of CFI techniques for native
code [21, 69], enabling us to address RQ3. Those programs
are from compute-heavy domains (programming language
implementations, simulations, video codecs, compression),
matching the original use cases for WebAssembly [13].

Our combined program corpus consists of 26 WebAssem-
bly binaries, which contain 19.2M instructions across 98,924
functions in total. Table 2 gives a more detailed overview.

Toolchain and Configuration We compiled the SPEC
CPU programs with Emscripten 1.39.7, i.e., the most recent
version at the time of writing, with its upstream backend.
Since this backend is shared by all LLVM-based WebAs-
sembly compilers (Clang, Rust), our results should translate
also to them. For completeness, we also compiled all SPEC
CPU programs with the now deprecated fastcomp backend

7https://www.adobe.io/apis/documentcloud/dcsdk/viewsdk.html
8https://www.figma.com/
9https://1password.com/
10http://www.continuation-labs.com/projects/d3wasm/
11https://squoosh.app/

of Emscripten. Since fastcomp was the default backend of
Emscripten until October 2019, its results are relevant for
large amounts of code previously compiled to WebAssembly.
The results for fastcomp and upstream are very similar, so for
brevity we only present the upstream results in the following.

To obtain optimized binaries without symbols or debug
information, we compile with -O3. GCC, x264, Blender, and
Xalan-C++ required several preprocessor flags for compata-
bility, e.g., to set correct integer bit-widths and platforms.
Some programs also had to be manually linked because Em-
scripten’s libc (based on musl) causes errors due to duplicate
symbol definitions.

Static Analysis To address our research questions, we de-
velop a lightweight static analysis tool. To the best of our
knowledge, it is the first security analysis tool for WebAssem-
bly binaries. The analysis is written in Rust and does:

• Extract general information about the program, e.g., in-
struction counts, number of functions, and their types.

• Analyze the unmanaged stack by inferring which global

is the stack pointer, which functions access it, and how
the stack pointer is incremented and decremented.

• Analyze the table section and its static initialization, to
find out which functions are present in it, as well as the
function type for each initialized table index.

• Analyze indirect call edges to extract the statically en-
coded type of allowed call_indirect targets, how many
functions match that type, additional restrictions on the
call targets, and CFI equivalence classes and their sizes.

We explain the analyses in more detail in the following.

6.2 Measuring Unmanaged Stack Usage
Measuring how much data a program stores on the unmanaged
stack (RQ1) is important for two reasons. First, such data
could potentially suffer from a stack-based overflow. Second,
such data may become subject to overwrites once an attacker
has a write primitive. So how much data ends up on the
unmanaged and, as we saw earlier, unprotected stack?

Static Analysis Our static analysis measures the size of the
stack frame on the unmanaged stack for each non-imported
function. The analysis operates on optimized, stripped bina-
ries without debug information, as a realistic attacker would,
and thus has to infer the unmanaged stack usage directly from
the bytecode.

First, the analysis needs to identify the stack pointer. Unlike
in native binaries, there is no convention to use a fixed register
(such as rsp on x86, which does not exist in WebAssembly)
or global variable for the stack pointer. Instead, the analysis
extracts all instructions that modify globals and selects the one
that is most frequently read and written. A manual analysis
confirms that this heuristic reliably finds the stack pointer.
From the identified global’s static initialization, we also know
the base address of the unmanaged stack in linear memory.
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Figure 10: Two representations of the distribution of frame
sizes on the unmanaged stack for all functions in our program
corpus.

Second, for each function, the analysis infers the size of
the stack frame on the unmanaged stack. In all analyzed bi-
naries, the previously identified stack pointer is modified in a
protocol similar to function prologues and epilogues in native
binaries. Specifically, our analysis pattern matches against
the following sequence of instructions and extracts the delta
value, which gives us the stack frame size:

1 global.get $i
2 i32.const <delta>
3 i32.add or i32.sub
4 local.tee $j (optional)
5 global.set $i

This sequence first reads the current stack pointer from global
$i (identified earlier), then increments or decrements it (de-
pending on whether the stack grows upwards or downwards,
see Section 3.2), optionally saves it to a local (akin to a base
pointer), and finally writes the modified value back.

Results Figure 10 shows the distribution of stack frame
sizes across all analyzed binaries, both as a histogram (Fig-
ure 10a) and the cumulative distribution (Figure 10b). One
third (32,651) of all functions in the program corpus store
some data on the unmanaged stack. The smallest frame size
of 16 (24) bytes is allocated by 13,620 functions (14% of
all functions). Stack frame sizes span the whole range from
16 bytes to 1MiB, which is the largest static stack allocation.
The distribution has a long tail towards large stack frames.
From the cumulative distribution in Figure 10b, we see that
6% (6,127) of all functions allocate 128 (27) bytes or more
on the unmanaged stack, and 1.3% (1,232) of all functions
allocate at least 1KiB.

Overall, we see that many functions use the unmanaged
stack, which is susceptible not only to arbitrary memory writes
but also to inter-frame buffer overflows (see Section 4). This
implies that with increasing call depth, the chance for an at-
tacker to find at least some data to overwrite increases quickly.
For example, with ten nested calls (assuming a uniform dis-
tribution of functions), there would be some data on the un-
managed stack with 1− ((1−0.33)10)≈ 98.2% probability.
We conclude that (1) a lot of stack data is prone to being over-
written by buffer overflows and arbitrary write primitives, and

(2) it is important to isolate stack frames on the unmanaged
stack, e.g., using stack canaries.

6.3 Measuring Indirect Calls and Targets
To better understand the risk for control-flow attacks (RQ2),
we analyze indirect calls and their call targets in the binaries.

Indirect Calls First, we want to know how many indirect
calls are present in a binary, since each such call could be
a source of an unintended control-flow edge. Our analysis
disassembles all binaries in Table 2 and counts the number of
call_indirect instructions (column “Indirect calls: Count”).
The percentage of indirect calls relative to all calls varies con-
siderably between programs (column “of All”), from 0.6% up
to 31.3%. We also observe that the proportion of indirect calls
is independent of whether the source language is C or C++.
Averaged over all 26 programs, 9.8% of all call instructions
are indirect, i.e., almost every tenth call can be potentially
diverted to other functions.

Indirectly Callable Functions To successfully redirect a
control-flow edge, an attacker not only needs to find an in-
direct call instruction as the source, but also a compatible
function as the target. Two pre-conditions must hold for a
function to be a valid indirect call target (Section 2). First, the
function’s type must be compatible with the type statically en-
coded in the indirect call instruction. WebAssembly function
types are very low-level, however. For example, the type [i32]
→ [] is compatible with all C functions that return void and
take as argument a pointer (regardless of type or const-ness),
an array, a plain int, or anything else that is represented as a
32-bit integer, e.g., enums.

Second, the function must be present in the table section
of the binary, because the index passed to call_indirect is
resolved to a function via this table. Our static analysis tool
finds which functions are initialized in the table at program
startup. Entries in the table cannot be manipulated by the
WebAssembly program itself. In principle, the host environ-
ment, e.g., JavaScript in the browser, could add or remove
entries at runtime. We manually verified that the JavaScript
code generated by Emscripten does not modify the table, and
thus assume our analysis precisely measures the potential
targets of indirect calls.

The columns “Indirectly Callable” in Table 2 show
how many functions are type-compatible with at least one
call_indirect instruction and present in the table section.
The percentage of indirectly callable functions ranges from
5% to 77.3%, with on average 49.2% of all functions in the
program corpus.

Function Pointers in Memory The above results give an
upper bound of potential targets for control-flow divergence.
In practice, if the table index passed to call_indirect comes
from a local variable, a global variable, or is the result of
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Binary Source Instruct.
Indirect calls Functions CFI equivalence classes

Count of All Count Indirectly Callable Idx. from mem. Count Min Max Avg

Collected from deployed applications
Adobe View SDK C++ 1.1M 2803 6.2% 12566 3076 24.5% 3054 24.3% 87 1 848 32.2
1Password X exten. Rust 730.2k 283 1.4% 1941 596 30.7% 586 30.2% 19 1 91 14.9
Doom 3 C++ 1.7M 17903 31.3% 8239 4449 54.0% 4408 53.5% 642 1 3889 27.9
Figma C++ 3.2M 10469 8.1% 13619 3657 26.9% 3635 26.7% 68 1 4519 154.0
WebP encoder C 73.1k 87 3.6% 889 165 18.6% 69 7.8% 22 1 15 4.0
WebP decoder C 43.4k 69 5.4% 563 160 28.4% 107 19.0% 20 1 9 3.5
mozjpeg C 77.7k 298 22.0% 388 135 34.8% 116 29.9% 28 1 169 10.6
optipng C 119.2k 169 5.4% 735 152 20.7% 124 16.9% 28 1 34 6.0
hqx Rust 111.4k 34 0.6% 73 17 23.3% 15 20.5% 4 1 16 8.5

Compiled from SPEC CPU 2017
500.perlbench C 837.8k 425 1.6% 2128 980 46.1% 956 44.9% 31 1 93 13.7
502.gcc C 2.9M 3642 2.5% 9541 3394 35.6% 3375 35.4% 78 1 982 46.7
505.mcf C 27.4k 44 8.8% 136 12 8.8% 8 5.9% 7 1 28 6.3
508.namd C++ 323.0k 41 1.1% 296 124 41.9% 107 36.1% 15 1 12 2.7
510.parest C++ 1.0M 1229 2.6% 3762 2864 76.1% 2714 72.1% 97 1 199 12.7
511.povray C++ 385.4k 228 1.9% 1421 521 36.7% 510 35.9% 29 1 57 7.9
519.lbm C 13.4k 12 6.2% 80 7 8.8% 6 7.5% 5 1 8 2.4
520.omnetpp C++ 619.3k 4536 10.6% 4615 3569 77.3% 3505 75.9% 79 1 1631 57.4
523.xalancbmk C++ 1.5M 13567 16.2% 8050 6225 77.3% 6072 75.4% 77 1 3893 176.2
525.ldecod C 233.0k 354 8.6% 551 129 23.4% 68 12.3% 24 1 135 14.8
525.x264 C 283.6k 773 14.2% 636 253 39.8% 177 27.8% 31 1 105 24.9
526.blender C++ 3.2M 17198 14.9% 25901 17387 67.1% 17263 66.6% 128 1 5360 134.4
531.deepsjeng C 53.0k 10 1.1% 174 10 5.7% 8 4.6% 5 1 6 2.0
538.imagick C 517.5k 1901 9.9% 1068 91 8.5% 74 6.9% 22 1 1592 86.4
541.leela C++ 118.8k 263 5.0% 1101 600 54.5% 520 47.2% 41 1 74 6.4
544.nab C 55.6k 17 1.7% 201 10 5.0% 8 4.0% 6 1 7 2.8
557.xz C 53.3k 71 11.0% 250 98 39.2% 86 34.4% 19 1 11 3.7

Average per binary 738.1k 2939.5 3804.8 1872.3 1829.7 62.0 1 914.7 33.2
Total 19.2M 76426 9.8% 98924 48681 49.2% 47571 48.1%

Table 2: Program corpus overview and static analysis results regarding indirect calls, function table, and CFI equivalence classes.

a sequence of instructions, then the indices an attacker can
choose from are likely more restricted. As a lower bound
of targets to choose from, we also measure how many table
indices are read directly from memory. We obtain this num-
ber through a static analysis of the instructions preceding
indirect calls. Columns “Idx. from mem.” show the num-
ber of type-compatible and in-table functions, for which at
least one indirect call exists that takes its table index directly
from linear memory. For each such function, given an arbi-
trary write primitive into linear memory, an indirect call could
be diverted to reach the function. Perhaps surprisingly, this
lower bound of reachable functions is very close to the upper
bound: On average, 48.1% of all functions can be reached by
a call_indirect that takes its argument from linear memory.

Overall, our analysis of indirect calls and targets shows a
large potential for effective control-flow divergence. Many
functions are indirectly callable (49.2%, on average) and most
of them could be reached by simply overwriting an index
stored in linear memory (48.1%). We conclude that diverging
indirect function calls poses a serious threat to the integrity
of control flow in WebAssembly.

6.4 Comparing with Existing CFI Policies
WebAssembly’s type checking of indirect calls can be seen
as a form of control-flow integrity (CFI) for forward edges.12

CFI has been extensively researched [15, 21, 39, 48, 49, 63,
69, 71, 72] and is deployed in open-source (GCC [62] and
LLVM [6]) and commercial compilers (MSVC [2]). We now
compare WebAssembly’s type checking with state-of-the-art
CFI defenses for native binaries (RQ3).

Equivalence Classes Following prior work on CFI [21], we
measure its effectiveness by analyzing the sets of control-flow
targets an indirect transfer may be diverted to according to the
CFI mechanism. Each such a set is called a CFI equivalence
class. To assess the effectiveness of a CFI defense, we use two
measures: The class count, i.e., how many different classes
exist, and the sizes of the classes, i.e., how many targets are
in each class. A small class count means the CFI defense
distinguishes little between targets, giving attackers more
options for control-flow divergence. A large class size is also

12Backward edges, i.e., returns, are protected due to being managed by the
VM and offer security conceptually similar to shadow stack solutions.
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Program
Number of CFI equivalence classes

MCFI [48] πCFI [49] LLVM-CFI 3.9 Wasm

perlbench 38 30 36 31
mcf 12 8 N/A 7
omnetpp 357 321 35 79
xalancbmk 1534 1200 260 77
namd 166 150 4 15
povray 218 204 33 29

(a) Number of equivalence classes (higher means more secure).

Program
Size of largest CFI equivalence class

MCFI [48] πCFI [49] LLVM-CFI 3.9 Wasm

perlbench 348 347 350 93
mcf 29 15 N/A 28
omnetpp 275 253 170 1631
xalancbmk 1141 608 95 3893
namd 187 113 30 12
povray 187 113 81 57

(b) Sizes of equivalence classes (lower means more secure).

Figure 11: Comparing WebAssembly with native CFI solu-
tions. Native data taken from [21] for programs in the inter-
section of SPEC CPU 2006 (theirs) and 2017 (ours).

insecure, as it means a large number of control-flow targets
can all be reached from a single source instruction.

For WebAssembly, we measure CFI equivalence classes by
analyzing the type signatures of indirectly callable functions,
assigning all functions with the same type signature into an
equivalence class. Additionally, we analyze the preceding
instructions before an indirect call to determine whether they
restrict the table index, e.g., via bitmasking, to a smaller range.
The last block in Table 2 shows the results. On average, there
are 62 equivalence classes per program, which each contain
33.2 functions. The largest equivalence class, in the Blender
program, contains over 5,300 functions. Overall, this shows
that an attacker has plenty of call targets to choose from.

Comparing with Native CFI Defenses To put the results
on equivalence classes in perspective, we compare them with
results reported for native CFI defenses [21]. The tables in
Figure 11a and Figure 11b compare the counts and sizes of
equivalence classes, respectively. For example, MCFI [48]
and πCFI [49] partition the control-flow targets of xalancbmk
into 1534 and 1200 classes, respectively, whereas WebAssem-
bly’s indirect call target restrictions yield only 77 such classes.
Regarding the size of equivalence classes, WebAssembly has
especially large classes for omnetpp and xalancbmk, and sim-
ilar classes sizes as the native defenses for other programs.

Interestingly, omnetpp and xalancbmk are C++ programs
that make heavy use of object-oriented programming with
virtual functions. Source-level type information, e.g., about

class hierarchies, can help compiler-based CFI methods to
identify more precise, and thus restrictive, equivalence classes.
In contrast, WebAssembly’s type checking has only (combi-
nations of) four low-level primitive types to work with, which
might explain the stark difference to the native schemes.

Overall, WebAssembly’s type checking is often less effec-
tive than modern CFI defenses available for native binaries.
While type-checked indirect calls certainly are a step for-
ward compared to not having any CFI defense, adapting more
sophisticated CFI defenses could significantly harden the cur-
rently produced binaries. For example, Clang’s CFI scheme,
which uses source-level information, can also be employed by
passing -fsanitize=cfi when compiling to WebAssembly.

7 Discussion of Mitigations

The following discusses several mitigations that could defeat
the attacks presented in this paper, e.g., through amending the
language specification, updates to compilers, or by application
and library developers.

7.1 WebAssembly Language
Several proposals for extending the core WebAssembly lan-
guage could address some of our attack primitives.

The multiple memories proposal [54] gives one module
the option of having multiple linear memories. Under the pro-
posal, memory operations statically encode which memory
they operate on, e.g., an i32.load $mem2 instruction can only
load data from memory 2. Multiple memories would enable
separating stack, heap, and constant data. Thus, an overflow
in one memory section would no longer affect data in another
memory. Also, pointers to the heap could no longer be forged
to point into the stack and vice versa. Finally, if compilers
emit only load instructions for a particular memory section,
it becomes effectively read-only, since stores to other memo-
ries can never modify it. This would prevent overwriting of
constants. A challenge with this proposal is that compiling
to multiple memories is not straightforward. Since memory
accesses are statically restricted to a certain memory, code
that must handle pointers of different regions must either be
duplicated or objects explicitly copied between memories.

The reference types proposal [55] allows modules to have
multiple tables for indirect calls. Our call redirection primi-
tive is powerful only because all indirectly callable functions
currently are in the same table. Multiple tables allow for more
fine-grained defenses. One option is to define different pro-
tection domains, e.g., one per statically-linked library, and to
keep a separate table per protection domain. Another option
is to split call targets into equivalence classes, similar to exist-
ing CFI techniques for native binaries, and to keep a separate
table per equivalence class.

Finally, the MS-Wasm proposal [26] explicitly targets mem-
ory safety. It proposes to add so called segments to WebAs-
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sembly, memory regions with defined size and lifetime. Han-
dles into those segments are promoted to first class types, with
own operations for allocation and slicing. This requires quite
some implementation effort by hosts, and unless hardware
support for memory safety is provided, will likely incur a
performance overhead.

A challenge with all changes to the core language is that
they require updating existing virtual machines. Since WebAs-
sembly is implemented not just by one vendor, but in at least
four browsers (Chrome, Firefox, Safari, and Edge), Node.js,
and several standalone VMs (Wasmtime, WAVM, Lucet), this
risks a split of the still young ecosystem. However, both the
multiple memories and reference types proposal are (as of
June 2020) in phase 3 of the four phase standardization pro-
cess.13

7.2 Compilers and Tooling
The perhaps most simple way of preventing many of our
attack primitives is to implement and activate security fea-
tures that compilers, linkers, and allocators already provide
for native compilation targets. Decades of research on binary
security [61] have resulted in several mitigations that could be
applied to WebAssembly. Examples that would benefit Web-
Assembly compilers are FORTIFY_SOURCE-like code rewriting,
stack canaries, CFI defenses, and safe unlinking in memory
allocators. In particular for stack canaries and rewriting com-
monly exploited C string functions, we believe there are no
principled hindrances to deployment. We hope they will be
implemented by compilers in the future, since they offer good
security benefit for relatively little change to the ecosystem,
unlike, e.g., language changes.

A longer-term mitigation in compilers is to use the Web-
Assembly language extensions discussed above, once they
become available. For example, when compiling C/C++ to
WebAssembly, multiple memories could mimic some of the
security features provided by page protections in native code.

7.3 Application and Library Developers
Developers of WebAssembly applications can reduce the risk
by using as little code in “unsafe” languages, such as C, as
possible. To reduce the attack surface, developers should also
ensure to import only those APIs from the host environment
that are strictly necessary. For example, calling critical host
functions, such as eval or exec is impossible unless these
functions are imported in the WebAssembly module.

8 Related Work

WebAssembly The language has a formally defined type
system shown to be sound [32, 67]. WebAssembly perfor-
mance and how it compares to native performance has been
13https://github.com/WebAssembly/proposals

studied [37]. Wasabi [42] is a general dynamic analysis frame-
work for WebAssembly. We discussed different proposals to
extend the language [26, 54, 55] in the previous section.

Malicious WebAssembly Among the early adopters of
WebAssembly have been websites that use the computing
resources of visitors to mine cryptocurrencies [41, 46, 56].
Since this is often unwelcome, several approaches detect and
defend against mining [40, 66], e.g., by profiling executed
instructions. Taint tracking techniques can also be used to
enforce security policies on untrusted WebAssembly pro-
grams [29, 60].

Malicious WebAssembly binaries are also crafted to escape
browser sandboxes and gain remote code execution [16, 59].
Unlike our work, those exploits attack bugs in specific VM
implementations and fall into the realm of host security, as
discussed in Section 1. Others use malicious WebAssembly
code to perform side-channel [30] and speculative execution
attacks [43] against the host. In contrast, we do not aim to
escape the sandbox, and our attacks assume nothing but a
standards-compliant WebAssembly VM. For example, the
exploit in Section 5.1 works in both Firefox and Chrome.
Since we do not escape the VM, we depend on the available
imported host functions for malicious actions. However, as we
show in our end-to-end exploits, cross-site scripting, remote
code execution, and file writes can still be consequences.

Vulnerable WebAssembly Two industry whitepapers
show example attacks against vulnerable WebAssembly bi-
naries [20, 45]. Their pioneering work prompted us to inves-
tigate WebAssembly binary security more thoroughly and
expand this research significantly in several directions.

In Section 3, we systematically analyze how program data
is mapped to linear memory by three different compilers, two
backends, and two linker configurations, whereas previous
work has only looked at select examples from a single com-
piler. From our analysis we conclude that, fundamentally due
to linear memory, WebAssembly cannot separate static data,
heap, and unmanaged stack, as guard pages like in native bi-
naries are unavailable. Unlike previous work, we thus show
a much larger set of attack primitives, including primitives
have not been reported for WebAssembly at all. For exam-
ple, we are the first to propose stack overflows (not buffer
overflows) as an attack primitive (Section 4.1.2). Prior work
has hypothesized that exploitation is possible, but we are the
first to demonstrate it in practice. One whitepaper and a blog
post [25, 45] warn that WebAssembly binaries come with
their own allocator, which is potentially not hardened. Our ex-
ploits against two different versions of Emscripten’s emmalloc
substantiate their hypotheses.

We also perform the first quantitative security evaluation on
a set of 26 WebAssembly binaries with more than 19 million
instructions in total (Section 6). A previous blog post [28]
explores that indirect calls can be redirected to unintended
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functions on a single example. We make this observation
quantifiable and measure that almost every second function
can be reached via an indirect call that takes its argument
directly from linear memory. We are also the first to estimate
how much data resides on the unmanaged stack in linear mem-
ory, a relevant number for estimating the risk from previously
described data overwrite primitives, and the first to compare
WebAssembly’s type-checking of indirect calls with native
CFI schemes.

Defensive WebAssembly WebAssembly’s well-designed
host security properties can also serve as a basis for software-
fault isolation (SFI). By compiling individual libraries to
WebAssembly and embedding a runtime into the main appli-
cation, memory errors in the library are isolated from the main
program. This has recently been successfully employed to
sandbox libraries in Firefox [47]. WebAssembly has also been
used as a compilation target for formally verified cryptogra-
phy [52] and extended to guarantee constant-time operations
for cryptographic primitives [68].

Exploiting Native Binaries There exists ample work on
binary exploitation; Sezkeres et al. [61] provide an excellent
overview of techniques for exploiting memory errors. The
stages used in their survey roughly corresponds to the dimen-
sions of attack primitives we use in Section 4. We find that,
although the exploit chains have to be adapted and effects
depend on the runtime environment, many techniques that are
effective in native binaries also transfer to WebAssembly.

Exploit Mitigations In response to attacks on native bina-
ries, many mitigations have been developed, including data-
execution prevention [17], stack canaries [24], ASLR [51],
and safe unlinking. The idea of control-flow integrity [15]
is the basis of several protection mechanisms. Control-flow
bending [22], data-only attacks [36], and other advanced at-
tacks [27, 57] demonstrate that even restrictive CFI policies
leave sufficient freedom for an attacker. Burow et al. [21]
provide a survey assessing the security of different CFI im-
plementations. Section 6.3 empirically compares with some
of their results. The restrictions imposed by WebAssembly
raise the difficulty for exploitation, but do not offer complete
security. We expect to see an arms race of mitigations and
ever more complex attacks in the WebAssembly ecosystem,
too, which will gradually increase security.

9 Conclusion

WebAssembly promises a portable platform for code com-
piled from C, C++, and other languages that combines near-
native performance with strong safety and security guaran-
tees. This paper presents the first in-depth security analysis
of WebAssembly binaries and compares the level of security
provided by WebAssembly with native platforms. We find

that vulnerable source programs result in binaries that enable
various kinds of attacks, including attacks that have not been
possible on native platforms since decades. Our findings are
based on a set of attack primitives that enable an attacker
to gain a write primitive, overwrite sensitive data, and trig-
ger compromising behavior. Several end-to-end examples of
attacks, which cover WebAssembly running in the browser,
on Node.js, and in stand-alone VMs, demonstrate that these
primitives can be combined into effective exploits. Moreover,
an empirical evaluation of real-world binaries quantifies the
exploitation risk, showing a large attack surface. Overall, our
findings are a call to arms for further hardening the WebAs-
sembly language, its compilers, and ecosystem, making the
promise of a secure platform a reality.
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