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Abstract
Unsafe Rust code is necessary for interoperability with

C/C++ libraries and implementing low-level data structures,
but it can cause memory safety violations in otherwise
memory-safe Rust programs. Sanitizers can catch such mem-
ory errors at run time, but introduce many unnecessary checks
even for memory accesses guaranteed safe by the Rust type
system. We introduce SafeFFI, a system for optimizing mem-
ory safety instrumentation in Rust binaries such that checks
occur at the boundary between unsafe and safe code, handing
over the enforcement of memory safety from the sanitizer
to the Rust type system. Unlike previous approaches, our
design avoids expensive whole-program analysis; hence, it
incurs significantly less compile-time overhead (2.01× com-
pared to over 5.91×). On a collection of popular Rust crates,
SafeFFI reduces sanitizer checks by up to 79.63%, while still
detecting all memory safety violations in our dataset of known
vulnerable Rust code.

1 Introduction

Memory corruptions caused by unsafe programming lan-
guages such as C and C++ remain a major source of crit-
ical software vulnerabilities. Memory bugs regularly take
top spots in the lists of most dangerous [32] and known ex-
ploited weaknesses [31], and studies by Google [13, 45] and
Microsoft [29] indicate that around 70% of their severe bugs
are caused by memory unsafety.

In recent years, the Rust programming language has gained
traction as a safe-by-construction solution for newly devel-
oped software. Securing existing C/C++ programs by rewrit-
ing them in safe languages requires substantial development
effort, however. Despite recent efforts to translate legacy code
bases to Rust [9, 10, 51], we can expect C/C++ code to be
relied on for the foreseeable future. Thus, in practice, Rust
applications may actually be mixed language applications
(MLAs) of Rust code linked against C/C++ code—or vice
versa—via a foreign function interface (FFI). In this situation,

the safety guarantees of Rust may be compromised by un-
safe operations in foreign code. But even pure Rust code can
contain unsafe code, marked via the unsafe keyword, which
allows developers to violate Rust’s strict typing rules to im-
plement efficient algorithms and data structures or hardware
interactions. Thus, be it from foreign functions or explicitly
marked unsafe code regions, Rust bears the risk of memory
safety violations originating in unsafe code that potentially
affect the whole code base, even safe code [17, 28].

Both C/C++ and unsafe Rust code can be protected by
applying memory safety sanitizers [43, 46] to the whole
code base, which transparently introduce run-time checks
for memory operations. While sanitizers such as AddressSan-
itizer (ASan) [41] and Hardware-assisted AddressSanitizer
(HWASan) [42] do not require any source code changes and
can detect most memory safety violations [46], they introduce
a significant run-time overhead by inserting checks for ev-
ery pointer dereference in the code. However, many of these
checks are unnecessary: a pointer dereference in Rust is guar-
anteed safe as long as the pointer is safe and cannot be affected
by unsafe code. Previous solutions for selective sanitization of
Rust code [5, 30] use whole-program static points-to analysis
to classify pointers as provably safe or potentially unsafe and
then elide checks for an under-approximation of safe point-
ers. While theoretically sound, this approach incurs significant
compile-time overhead and misses optimization opportunities.
In contrast, our approach relies on efficient local reasoning
about pointer types and their safety guarantees.

In this paper, we present SafeFFI, a new approach to reduce
the overhead of memory safety sanitizers in Rust applications
and MLAs consisting of C and Rust code. SafeFFI utilizes
the fact that Rust’s strong type system enforces guarantees
for pointer types such as reference types (&T) and box types
(Box<T>), while raw pointers (*const T) are unchecked. A
key insight in our work is that the cast from a raw pointer
type to a safe pointer type forms the boundary between
sanitizer-enforced memory safety and type-system-enforced
memory safety. SafeFFI hoists and bundles checks into a sin-
gle dynamically-checked precondition, which is propagated



statically through the type system. This way, we free the
memory sanitizer from checking every pointer dereference.
Therefore, for most patterns of Rust programs, we can elide a
significant number of sanitizer checks, leading to improved
run-time performance.

We only require local reasoning for hoisting memory safety
checks, hence, we avoid expensive whole-program static anal-
ysis leading to better compile-time performance and enabling
SafeFFI to scale well on large software projects. In summary,
we make the following contributions:

• A novel concept and algorithm for combining sanitizers
for unsafe languages and type information from strongly-
typed languages to enforce memory safety in mixed code.
Our algorithm avoids expensive whole-program static
analysis and exposes bugs early by placing checks at the
location where the type system expects safety guarantees
to hold.

• A modular architecture, independent of the underlying
sanitizer, based on a modified Rust compiler that allows
for analyses across multiple intermediate representations
of Rust and LLVM to implement the concept, including
an efficient algorithm for finding potentially deallocating
functions.

• A systematic evaluation using LLVM’s widely-used sani-
tizers ASan and HWASan on popular Rust crates, known
vulnerable Rust code, and a set of real-world bench-
marks. SafeFFI effectively reduces the number of sani-
tizer checks by up to 79.63% and consequently reduces
the run-time overhead of ASan from 2.71× to 2.44× and
of HWASan from 3.18× to 2.29× while achieving bet-
ter compile-time overheads (2.01×) compared to other
state-of-the-art approaches (5.91×).

2 Background

We now introduce the necessary background on memory
safety in C/C++ and existing methods for run-time saniti-
zation (§2.1), followed by revisiting the memory safety guar-
antees in Rust and the impact of unsafe code (§2.2).

2.1 Memory Safety and C/C++
C and C++ remain widely used in security-critical software
but inherently lack memory safety. Memory safety violations
are classified into spatial (e.g., buffer overflows) and temporal
(e.g., use-after-free) errors. To catch memory safety bugs, san-
itizers [43,46] typically instrument code at compile time with
additional check logic to detect violations at run time. Fur-
thermore, sanitizers often use symbol interposition to redirect
function calls to instrumented versions of a library function,
e.g., for malloc, free, or memcpy. This technique is called
Interception and is especially helpful for sanitizing third party
libraries without recompiling. Sanitizers use different types of
metadata to track memory state and detect violations, typically

categorized as being either object-based [4, 14, 22, 25, 41, 42]
or pointer-based [16, 20, 34, 37]. Object-based metadata, such
as redzones [41] or memory tags [42], is associated with mem-
ory allocations and marks memory regions as valid or invalid.
Pointer-based metadata augments pointers with additional in-
formation, such as bounds [34,37] and references to temporal
metadata [35]. Since it is associated with pointers, it allows
for tracking the validity of memory accesses based on the
pointer’s state, which can enable the detection of more bug
categories, such as sub-object memory violations [46].

Two widely used memory safety sanitizers are ASan [41]
and HWASan [42], available in LLVM and GCC. ASan uses
shadow memory to maintain metadata for application mem-
ory and instruments code to place red zones around mem-
ory objects, catching out-of-bounds errors. It also poisons
freed memory and delays reuse, improving detection for
use-after-free errors at the cost of higher memory overhead.
HWASan reduces overhead by using tagged pointers and
memory tags (typically 16:1 granularity). Each block carries
a tag in shadow memory, and the upper pointer bits hold a
matching tag; a mismatch signals a violation. Employing dif-
ferent tags for freed memory and for different objects allows
HWASan to detect more types of temporal and spatial bugs
than ASan. But, due to the limited tag size, tag collisions can
occur, making all detections in HWASan probabilistic. On
ARM, HWASan commonly leverages top-byte-ignore (TBI)
to store tags in the pointer’s top byte, primarily improving
performance by not requiring pointers to be stripped before
usage, but also compatibility with non-instrumented code.

2.2 Memory Safety and Rust

Rust is a modern systems programming language that aims to
eliminate memory safety bugs through a strong static type sys-
tem. This type system is built on the principles of ownership,
borrowing, and lifetimes [19] which guarantee spatial and
temporal memory safety for safe pointer-like types. Spatial
safety in Rust is enforced either at run time or at compile-time.
For statically-sized memory objects, the size of the memory
object is known at compile-time. The Rust compiler tracks
the object’s type and its corresponding size for every safe
pointer derived from the memory object. Thus, it can stati-
cally verify that a pointer dereference is within the bounds of
the pointed-to memory object. For dynamically-sized types,
the compiler generates run-time bounds checks when index-
ing or dereferencing through a safe pointer. Temporal safety
is guaranteed by the type system which enforces that each
value is owned by exactly one variable. The compiler takes
care of generating code for the deallocation of the value at the
location where this owning variable goes out of scope which
prevents double-free errors. Lifetimes tracked statically by
the compiler ensure that references to a value do not outlive
the owner, hence preventing Use-After-Free (UAF) errors.
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Safe Pointer-Like Types. The Rust language provides a set
of primitive safe pointer-like types which are subject to the
borrow checker and lifetime analysis. These include:

&T – shared, immutable reference,
&mut T – exclusive, mutable reference,
Box<T> – owning pointer to heap-allocated data,
[T; N] – statically-sized array,
fn, Fn – function pointers and closures,
&[T], &str – dynamically sized slice/string,
&dyn T – trait object reference, a pointer to an

object with dynamic type.

Our approach particularly focuses on the first five pointer
types, all of which have statically-sized pointees with sizes
known at compile-time. For the remainder of the paper, we
will usually refer to them summarily as safe pointers, in
contrast to raw pointers. For safe pointers that originate in
safe Rust code, the Rust compiler ensures that they are non-
null, properly aligned, and dereferenceable for the size of their
pointee-type [7]. When safe pointers are derived from raw
pointers, which may happen in unsafe code, Rust requires the
developer to guarantee those same memory safety properties.

Raw Pointers and Unsafe Code. Rust also provides an-
other primitive pointer type, called the raw pointer: *const
T and *mut T. The raw pointer type is not subject to borrow
checking or lifetime tracking. It does not provide any mem-
ory safety guarantees, thus it behaves exactly like a pointer
in C/C++ and also has the same layout. Raw pointers may
only be dereferenced inside functions or code blocks that
are marked with the unsafe keyword in Rust. Besides deref-
erencing raw pointers, unsafe Rust code also enables the
following operations which can undermine Rust’s safety guar-
antees: 1. calling other unsafe functions or foreign functions,
2. accessing mutable static variables, 3. accessing union
fields, 4. implementing unsafe traits. Those unsafe opera-
tions can undermine Rust’s type system. Thus, within unsafe
blocks, it is the programmer’s responsibility to uphold Rust’s
memory safety guarantees. Because programmers can make
mistakes in unsafe code, Rust programs might introduce
memory safety violations despite Rust’s strong type system.
Miri [17] is a popular tool in the Rust ecosystem for detecting
misuses of unsafe code that undermine Rust’s type system
and can lead to undefined behavior including memory safety
violations. Since Miri is based on an interpreter for Rust’s
Mid-Level Intermediate Representation (MIR) and employs
heavy-weight dynamic analyses, it introduces a significant
performance overhead. As an alternative for memory safety,
the Rust compiler offers the possibility of using sanitizers (see
§2.1). However, these memory safety sanitizers lack aware-
ness of Rust’s static guarantees and therefore redundantly
check even safe Rust code. This motivates our approach
to combine Rust’s compile-time guarantees with selective
run-time checks of sanitizers.

Memory Safety in Mixed-Language Applications. A typ-
ical scenario of using unsafe code in Rust is the invocation of
foreign functions written in other languages like C/C++. Rust
provides a Foreign Function Interface (FFI) for declaring or
exporting a function symbol from/to a foreign library, which
later is linked in by the linker. Many real-world applications
combine Rust with existing C or C++ code (or vice versa)
this way; we refer to these as Mixed-Language Applications
(MLAs). Raw pointers are used heavily to exchange data
across the FFI boundary because they have the same layout in
Rust as in C/C++. Bugs in the FFI definition or in the C/C++
code parts of an MLA can undermine Rust’s guarantees and
thus affect the safety of the whole application [23]. Even
worse, cross-language vulnerabilities can be vehicles for by-
passing hardening mechanisms for C/C++ like Control-Flow
Integrity (CFI) [28, 38]. Unfortunately, Miri has very limited
support for mixed-language scenarios because it only inter-
prets Rust code. Memory safety sanitizers, on the other hand,
are applicable to MLAs and protect the whole application
because Rust code and C/C++ code can both be compiled to
LLVM IR code, which sanitizers like ASan and HWASan can
instrument.

3 Threat Model

To set the scene for explaining the SafeFFI approach, we first
define our threat model, i.e., the capabilities and goals of our
attacker, the scope of SafeFFI’s protection, and the underlying
assumptions and limitations.

The attacker aims to trigger memory safety violations in
a target application with the goal to corrupt or leak data or
hijack control flow. In order to do so, the attacker is able to
supply arbitrary inputs to the application but cannot bypass
sanitizer checks (e.g., by modifying the binary itself). Memory
safety violations may be triggered by targeting memory bugs
in unsafe parts of the application, i.e., foreign code or Rust
code marked as unsafe. In detecting memory bugs, SafeFFI
inherits the capabilities and limitations of the underlying san-
itizer. For both HWASan and ASan this includes all standard
types of spatial and temporal memory bugs but excludes more
specific types, such as sub-object over- and underflows [46].
Furthermore, SafeFFI inherits limitations regarding thread
safety from the underlying sanitizer. For ASan and HWASan,
this means that a data race in the application may lead to
a data race in the sanitizer’s metadata updates. This causes
undefined behavior, which might lead to a detectable memory
safety violation but may also go undetected [41].

To provide its protections, i.e. guarantee that a Rust appli-
cation including unsafe components remains memory-safe
within the defined bounds, SafeFFI relies on a few fundamen-
tal assumptions:
Type System Soundness. We assume that the Rust type sys-
tem is sound and safe in the absence of unsafe components
(i.e., C/C++ and unsafe Rust code).
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Figure 1: SafeFFI architecture overview. Rust and C/C++ are compiled to LLVM IR, a common intermediate representation for
sanitizer instrumentation. The orange boxes depict our extensions to rustc and LLVM in this compilation workflow.

Toolchain Correctness. We assume that the compiler tool-
chain implementation is correct.
Sanitizer Correctness and Integrity. We assume that the
underlying sanitizer works correctly and that its metadata is
safe against the attacker.
Run-time Environment Integrity. We assume that the en-
vironment of the application process is intact and uncompro-
mised, especially including the OS kernel and mappings.

SafeFFI only targets memory safety bugs and typical
software-based attacks, which implies some basic limitations:
Logic and Type Safety Errors. SafeFFI only covers memory
safety issues. Incorrect program behavior that does not violate
memory safety cannot be detected or prevented. This includes
type safety violations from unsafe code that do not lead to
memory safety violations detectable by sanitizers.
Side-Channels and Hardware. Attacks based on side chan-
nels, speculative execution, and hardware fault injection are
out of scope for the considered sanitizers and SafeFFI.

4 SafeFFI Overview

The architecture of SafeFFI, shown in Figure 1, is imple-
mented as an extension of the Rust compiler pipeline. We
extend the Rust compiler with an analysis of Rust’s MIR to
determine the types of all pointers, locate pointer cast loca-
tions, and generate corresponding annotations for the LLVM
IR code that is lowered from the MIR. We extend LLVM with
our new SafeFFI-Lib which consumes the pointer type anno-
tation, conducts a pointer type analysis on LLVM IR level,
inserts additional sanitizer checks at the boundary between
safe and unsafe pointer types, and provides a simple API for
existing sanitizers to elide checks for provably safe pointer
types. A detailed description of the architecture is given in §6.

Example. We intuitively illustrate the effect of SafeFFI us-
ing the example in Figure 2, which contains Rust source code
of a function foo, the corresponding LLVM code including
sanitizer checks, and the same LLVM code after optimiza-

tion with SafeFFI. In its normal operation, the sanitizer inserts
sanitizer_check() for the pointer operands in every LLVM
load or store instruction. By using information from Rust’s
type system, SafeFFI can deduce that pointers a, b, c, and d
are all derived from a Rust reference safe1. The Rust type
system is guaranteeing that all derived references only ever
access memory within the bounds and lifetime of the object
they are derived from. Therefore, if we can ensure that the
requirements of Rust’s type system (see §2.2) are met for the
creation of the original reference, then all subsequent sanitizer
checks are obsolete and we can elide them.

In line 6 of the Rust source code in Figure 2a, the safe
pointer safe1: &mut SomeStruct (a mutable reference) is
created by casting from the raw pointer which has been re-
turned from calling the unsafe function c_create(). Later,
in lines 9 and 10, two more safe pointers a and b are derived
from safe1 by taking the respective addresses of the fields
defined in SomeStruct. Both are then dereferenced in line 11
to pass their pointee values to the function do_some(). Those
dereference operations correspond to the load instructions in
lines 10 and 12 of Figure 2b. One can see how the sanitizer
inserts sanitizer_check() calls before each load instruc-
tion. Because Rust’s static type system guarantees that safe1
and its derived pointers a and b only ever access the memory
object within the bounds of the SomeStruct object, those san-
itizer checks can be elided. However, to be able to rely on the
type system’s soundness, we have to ensure that its require-
ments are upheld when casting raw1 to safe1 by inserting a
sanitizer check. This is depicted by the blue arrows: SafeFFI
removes the checks before the load instructions and instead
inserts the safeffi_ensure() call in line 5 of Figure 2c.

The safeffi_ensure() function takes the raw1 pointer as
input as well as the size of the SomeStruct type (in this case
16) and internally uses the existing check implementation
provided by LLVM’s sanitizers to validate that the memory
object behind raw1 is still allocated, has at least the expected
size, and that the pointer has the correct provenance for this
object. If the safeffi_ensure() check fails, we immediately
abort the program, pointing the developer directly to the cast
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1 fn foo(p: &i32) {
2

3 let n: i32 = *p;
4 let raw1: *mut SomeStruct =
5 unsafe { c_create(n) };
6 let safe1: &mut SomeStruct =
7 unsafe { &mut *raw1 };
8

9 let a: &mut i32 = &mut safe1.a;
10 let b: &mut i32 = &mut safe1.b;
11 do_some(*a, *b);
12

13

14

15 loop {
16 let c: &i32 = derive(a);
17 let d: &i32 = derive(b);
18 if *c + *d == 85 {
19 break;
20 }
21 }
22 }
23

24

25

26

27

28

29

30

31

32

(a) Rust code.

1 define @foo(ptr %p) {
2 start:
3 sanitizer_check(%p)
4 %n = load i32, ptr %p
5 %raw1 = call ptr @c_create(i32 %n)
6

7 %a = getelementptr ptr %raw1, i64 8
8 %b = getelementptr ptr %raw1, i64 12
9 sanitizer_check(%a)

10 %0 = load i32, ptr %a
11 sanitizer_check(%b)
12 %1 = load i32, ptr %b
13 call @do_some(i32 %0, i32 %1)
14 br label %bb3
15

16

17 bb3:
18 %c = call ptr @derive(ptr %0)
19 %d = call ptr @derive(ptr %1)
20 sanitizer_check(%c)
21 %_14 = load i32, ptr %c
22 sanitizer_check(%d)
23 %_15 = load i32, ptr %d
24 %_13 = add i32 %_15, %_14
25 %2 = icmp eq i32 %_13, 85
26 br i1 %2, label %bb6, label %bb3
27

28 bb6:
29 ret void
30 }
31

32

(b) LLVM IR with sanitizer checks.

1 define @foo(ptr %p safePtrArg(4)) {
2 start:
3 %n = load i32, ptr %p
4 %raw1 = call @c_create(i32 %n) !raw
5 %raw1_safe = call safeffi_ensure(ptr raw1,

i64 16) !safe
6 %a = getelementptr ptr %raw1_safe, i64 8
7 %b = getelementptr ptr %raw1_safe, i64 12
8 %0 = load i32, ptr %a
9 %1 = load i32, ptr %b

10 call @do_some(i32 %0, i32 %1)
11 br label %bb3
12

13

14

15

16 bb3:
17 %c = call ptr @derive(ptr %0) !safe
18 %d = call ptr @derive(ptr %1) !safe
19 %_14 = load i32, ptr %c
20 %_15 = load i32, ptr %d
21 %_13 = add i32 %_15, %_14
22 %2 = icmp eq i32 %_13, 85
23 br i1 %2, label %bb6, label %bb3
24

25

26

27

28 bb6:
29 ret void
30 }
31

(c) IR with sanitizer checks hoisted by SafeFFI.

x

x

Figure 2: A simplified example illustrating SafeFFI’s annotations and optimizations. Blue arrows indicate hoisting of checks for
locally-created safe pointers. For safe pointers received via parameters or call returns, orange arrows indicate elision of checks.

location. This is a specific advantage of SafeFFI: it can reveal
a misuse of unsafe code or FFI code much earlier compared
to normal sanitizer operation. Regular sanitizers only fail
at the dereference location which might happen much later,
e.g., in a subsequent function call, making the error harder to
debug.

If the safeffi_ensure() succeeds then it returns a new
LLVM value (%raw1_safe in the example) representing the
casted safe version. Usually, the Rust compiler would only
generate one LLVM variable to represent both the raw and the
safe pointer as an optimization, because they have the same
machine layout and carry the same value. SafeFFI allows us
instead to differentiate raw and safe pointers on LLVM IR
level and to elide sanitizer checks accordingly.

In the following section, we give a detailed explanation of
our approach to determine in which cases sanitizer checks
can be elided and when the boundary between raw and safe
pointers needs validation at run time by inserting additional
sanitizer checks.

5 Type-System-Guided Sanitizer Checks

Now we explain our concept in detail. We begin by motivating
pointer casts as logical boundaries for memory safety enforce-
ment (§5.1). We introduce our method for using function-local

type information to hoist checks to cast locations while elid-
ing sanitizer checks for safe pointer-like types with statically-
sized pointees (§5.2) and discuss additional measures required
for full temporal memory safety (§5.3). Finally, we show how
to leverage the Rust type system to reason about memory
safety across function calls without expensive whole-program
analysis (§5.4). Note that this design includes full support
for the presence of unsafe foreign code in mixed-language
scenarios.

5.1 Memory Safety Enforcement Boundaries
Incorrect memory access through raw pointers can cause
memory bugs even in safe Rust [30]. Raw pointer deref-
erences are dangerous because Rust does not enforce any
guarantees for raw pointers. For safe pointer-like types, how-
ever, the Rust compiler provides the following memory safety
guarantees (see §2.2):

• Spatial safety: every read or write through such a pointer
is guaranteed to only access memory inside the bounds
of its pointee type.

• Temporal safety: no safe pointer-like can exist outside
the lifetime of its original pointed-to memory object.

SafeFFI is designed to elide sanitizer checks for safe pointer-
like types with statically-sized pointees whose sizes are
known at compile time, i.e., Rust references (&T and &mut T),
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Box pointers (Box<T>), static arrays ([T;N], and function
pointers). For simplicity, we will refer to them as safe point-
ers, as opposed to raw pointers. There are multiple ways
to create and derive safe pointers in Rust. All of them are
checked by the Rust compiler, except for the cast from a raw
pointer to a safe pointer. Casts from raw to safe pointers can
only happen in unsafe Rust code, where the Rust compiler
does not check that the raw pointer adheres to the require-
ments of the safe pointer type. Thus, a cast of an invalid
raw pointer can undermine the memory safety guarantees of
Rust’s type system.

The key idea behind SafeFFI is that using sanitizer checks,
we can dynamically guarantee validity for a raw pointer at the
time of the cast and then continue to rely on the guarantees
statically enforced by the Rust compiler for the remaining
lifetime of the safe pointer after the cast. Hence, we consider
these cast operations to form the boundary between memory
safety enforcement by the sanitizer and the Rust compiler.
Casts from raw to safe pointers are the central point of focus
for SafeFFI, and in the following we show how to hoist the
sanitizer checks for safe pointers by protecting this boundary
with a strategically placed sanitizer check.

5.2 Local Type Analysis for Check Hoisting

The basic idea of SafeFFI’s optimizations is to use function-
local pointer type information provided by annotation of local
variables, globals, and arguments to reduce the number of
sanitizer checks for safe pointers. Usually, the sanitizer in-
serts checks at every instruction that dereferences a pointer.
For raw pointers, we just keep all the original checks in place
that the sanitizer inserted. For safe pointers, we hoist the
checks from the dereference location up to the beginning
of their scope, where they are created. Then, based on the
rules enforced by Rust’s type system, we can safely elide all
subsequent checks.

We differentiate the following cases of how a safe pointer
can be created in the current function’s scope:
(a) Allocating a new stack object. On LLVM-IR level this

corresponds to an alloca instruction which returns a
pointer variable.

(b) Deriving a reference from a local stack object or from
another safe Rust reference.

(c) Casting a raw pointer to a reference via a Reborrow
operation (safe_ptr: &T = &*raw_ptr) or to a Box
via Box<T>::from_raw(raw_ptr). Although its syntax
looks like a dereference-and-take-address operation, a
Reborrow just creates a reference that points to the same
memory object as pointer a1, without dereferencing.

(d) Loading a safe pointer from memory, e.g., as a field of
another object that resides in memory.

In cases (a) and (b), Rust takes care of memory management
through its lifetime and borrowing mechanics and no explicit
raw pointers are involved, so we can elide all checks. In case

(c), we have to ensure the validity of the raw pointer before
we can safely cast it to a safe pointer and rely on the Rust
compiler for memory safety. To check the validity of safe
pointers casted from raw pointers, SafeFFI emits a call to
safeffi_ensure(), a custom dynamic check function using
sanitizer metadata to determine whether the object pointed
to by the raw pointer is still alive and is at least of the size
of the pointee type T. For case (d), we also need to insert
a sanitizer check. Since unsafe Rust or foreign code can
arbitrarily modify memory contents, pointers stored on either
heap or stack might be corrupted, so we must check their
validity when they are loaded into the current function scope.

As a result, we elide sanitizer checks at dereference loca-
tions for safe pointers; if the pointer is not safe by construc-
tion, we insert a sanitizer check at the creation site of the safe
pointer, effectively combining and hoisting the checks. This
is illustrated by the arrows in Figure 2. The run-time benefit
of removing the sanitizer checks is most pronounced when
checks can be hoisted out of loops.

Spatial Safety. The inserted sanitizer check enforces the
size requirement of the safe pointer type at the cast site.
Once the safe pointer is created, we can rely on the Rust
type system to ensure that all subsequent accesses through
the safe pointer in the current function are within the bounds
of the type, as explained above. Thus, SafeFFI ensures spatial
safety for the whole scope of the safe pointer (to the extent
that the underlying sanitizer guarantees it).

Temporal Safety. For reasoning about temporal safety,
we distinguish Free-Before-Scope vulnerabilities from Free-
During-Scope vulnerabilities. So far, we combined the Rust
type system with dynamic sanitizer checks to ensure that any
safe pointer points to a memory object that is alive at the
start of the pointer’s scope. Thus, SafeFFI always reliably
detects all temporal vulnerabilities where the memory ob-
ject is deallocated before the start of the pointer’s scope, i.e.,
Free-Before-Scope vulnerabilities. If the memory object is
deallocated during the safe pointer’s scope, e.g., through an
alias pointer, this can cause a Free-During-Scope vulnera-
bility. To also catch these, SafeFFI provides the option for
further checks, as we explain in the next section.

5.3 Catching Free-During-Scope Violations
For Free-During-Scope violations, we need to check that the
safe pointer remains valid until the end of its scope. SafeFFI
provides the option to detect Free-During-Scope violations
which allows developers to trade safety for run-time and
compile-time performance.

In Rust, memory may be deallocated either by popping a
stack frame at the end of a function scope or by calling a
heap deallocation function. We reason about a safe pointer’s
local scope within the current function—we will extend our
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Algorithm 1: Insert additional heap checks for Free-
During-Scope violations.

Input: A Rust function F and the set DeallocFns of
functions that may (transitively) lead to heap
deallocation

1 foreach memInst ∈ MemoryInstructions(F) do
2 foreach callInst ∈ memInst.operands() do
3 if hasSafePointerOperand(memInst) then
4 if callInst.callee() ∈ DeallocFns then
5 if IsReachable(memInst, callInst) then
6 InsertCheckAt(memInst, callInst);

reasoning across function calls in §5.4. Because the safe
pointer’s scope is limited to the current function, this stack
frame is guaranteed to not be deallocated within the entire
scope. Thus, only heap deallocations remain for potential
Free-During-Scope violations.

Heap deallocation requires calling __rust_dealloc() or
libc::free(). Hence, a safe pointer can only become dan-
gling within its scope in the current function if there is a call
to one of those deallocation functions in between. To detect
Free-During-Scope violations, SafeFFI inserts an additional
safeffi_ensure() check for every dereference of the safe
pointer that is reachable from a call to a potential deallocation
function. Algorithm 1 for inserting those heap checks can
be implemented efficiently within LLVM and is linear in the
number of instructions in the analyzed function. To determine
the set DeallocFns of functions that may transitively lead to a
heap deallocation, we develop an efficient and sound analy-
sis for constructing the call graph, which executes on-the-fly
during compilation (see §6.4 for a detailed description).

In single-threaded applications, inserting additional
safeffi_ensure() checks guarantees that each safe pointer
remains valid throughout its scope, allowing SafeFFI to reli-
ably detect Free-During-Scope violations. For Free-During-
Scope violations, check hoisting is not thread-safe, however. A
deallocation could occur concurrently between the check and
the subsequent dereference, which could allow a Free-During-
Scope violation to go undetected. Nevertheless, SafeFFI re-
mains fully compatible with multi-threaded programs and is
guaranteed to detect spatial and Free-Before-Scope violations
to the extent that the underlying sanitizer does.

5.4 Interprocedural Memory Safety
Intraprocedurally, SafeFFI establishes a safety invariant for
every safe pointer created in each function: each safe
pointer created in the current function is guaranteed to be
safe to dereference for its whole scope in the current function.
To guarantee whole-program memory safety, we also need to
ensure validity of safe pointers passed across function calls.

Pointer Arguments. SafeFFI generates annotations for the
function signature during lowering from MIR to LLVM
IR, emitting attributes for pointer parameters (e.g., see the
safePtrArg attribute in line 1 of Figure 2c for the parame-
ter p: &i32). When the currently analyzed Rust function is
called from another Rust function, the type system guarantees
that the argument types in the call and the function signature
match, so functions with safe pointer arguments will only
ever receive safe pointer values from the caller. Because of
our established memory safety invariant, we know that safe
pointers are indeed safe to dereference for the scope of the
caller, which means they are also valid for the whole scope of
the callee.

For Rust functions with external visibility, which can be
called by foreign code, invalid data could be passed to a pa-
rameter of a safe pointer type, because linking foreign code
requires only ABI compatibility and may ignore types. There-
fore, SafeFFI inserts an additional safeffi_ensure() check
in the prologue of functions with external visibility to ensure
that the safe pointer is indeed valid. Hence, we can elide all
original sanitizer checks for safe parameters.

Pointer Return Values. Similar to the previous case, we
can rely on the Rust type system to guarantee that the return
value of a function call is of the correct type. Because of our
invariant, we can guarantee that a safe pointer returned from
a function call is valid until the end of its scope in the callee.
And if the pointer is valid at the end of the callee, then it is
also valid at the return in the caller—with one exceptional
case that needs special handling.

Each return instruction is also the deallocation of the
callee’s stack frame. If the safe pointer is derived from a
raw pointer pointing to an object on that same stack frame,
then this creates a stack Use-After-Return (UAR) violation
because by the time the safe pointer is received in the caller
function, the pointed-to memory object on the callee’s stack
frame is already deallocated. Figure 3 shows an example of
such a stack temporal violation. The call to derive() returns
a safe pointer that has been derived from a raw pointer point-
ing to an object on the stack frame. Because the developer
did not choose the correct lifetime for the returned pointer in
the derive() signature and foreign C code is involved, the
Rust compiler has no chance at preventing this UAR viola-
tion. To catch such violations, SafeFFI inserts an additional
safeffi_ensure() check after every function call that re-
turns a safe pointer. Thus, we can now guarantee that the
safe pointer is valid for the scope in the caller function.

6 SafeFFI’s Implementation

In this section, we describe the architecture and implemen-
tation details of our approach. We implemented SafeFFI as
modifications to the Rust compiler version 1.52.0 and LLVM
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1 // C code
2 void *c_derive(int *n) {
3 int *p = n;
4 ...
5 return p;
6 }
7

8 // Rust code
9 fn derive(_: &'a i32) -> &'a i32 {

10 let n = 42;
11 // p points to n on the stack
12 let p: *const i32 = unsafe { c_derive(&n as *const i32) };
13 __safeffi_ensure(p, sizeof(i32));
14 // at this point, *p is still valid, so cast check succeeds
15 let p_safe: &i32 = unsafe { &*p };
16 return p_safe;
17 // n is deallocated here, so pointer p_safe is now dangling
18 }
19

20 fn foo() {
21 ...
22 let b: &i32 = derive(a);
23 // additional check catches invalid pointer
24 __safeffi_ensure(b, sizeof(i32));
25

26 }

Figure 3: Example of a stack temporal violation that SafeFFI
catches by inserting an additional sanitizer check after the
pointer returned to the caller function foo().

version 12. The blue boxes in Figure 1 highlight how SafeFFI
integrates into the Rust and LLVM toolchain.

First, rustc lowers Rust source code to the Mid-Level In-
termediate Representation (MIR) which is where the Rust
type system implements its static checks, also known as the
Borrow Checker. While the MIR is then lowered to LLVM
IR, SafeFFI attaches pointer type annotations and inserts san-
itizer checks for pointer casts. The LLVM IR is processed by
standard optimization and sanitizer passes and finally linked
with the sanitizer runtime. In mixed-language applications,
C code is compiled to LLVM IR and linked in the same way.
Details on each component are described in the remainder of
this section.

The goal for our architecture was to make integration with
existing sanitizers as easy as possible by requiring only min-
imal changes to the sanitizer: (i) querying pointer types via
the is_safe_pointer(Value* ptr) function provided by
SafeFFI-Lib, and (ii) providing an implementation for calls to
safeffi_ensure(void* p, u64 size). These are simply
the existing checks regulary enforced by the LLVM sanitiz-
ers ASan (__asan_region_is_poisoned()) and HWASan
(__hwasan_test_shadow()).

6.1 Pointer Type Annotation in MIR

Our goal is to know the type of every pointer in LLVM IR,
because for every pointer, the sanitizer can potentially request
the type via the isSafePtr() API of SafeFFI-Lib. Thus we
have to annotate local variables, function arguments, global
variables, and constants. We implement this by associating

LLVM metadata nodes (MDNode) with the corresponding gen-
erated LLVM instructions and LLVM Attributes for func-
tion parameter values.

For this we hook into the lowering process from MIR
to LLVM IR. The lowering process is implemented in
rustc via the visitor pattern: the rustc_codegen_ssa mod-
ule visits MIR statements and calls the functions in
rustc_codegen_llvm (the LLVM backend interface) to gen-
erate the corresponding LLVM IR. The challenge lies in the
loose connection between MIR symbols and corresponding
LLVM symbols because the lowering of an MIR symbol
depends on the target ABI of its type. The Rust compiler
differentiates between the following ABIs for any MIR type:1

• Uninhabited: a zero-sized type, that actually does not
exist in memory. No LLVM code will be generated for
it, so there is nothing to annotate.

• Scalar: a type that is represented by a single LLVM
value. If this is a pointer type (also called thin pointer),
then we annotate it accordingly. This is the case for
references, arrays, and raw pointers; but it is also the
case for all algebraic data types that are represented by a
single pointer value in LLVM IR, e.g. the Box<T> or any
custom arbitrarily nested struct that only has one field
and that field is a pointer. A special case of this is Rust’s
Union type. If it has a Scalar ABI, then we can only
annotate it as safe if all of its fields are safe pointers,
otherwise the pointer value could be manipulated in an
unsafe way through another type representation like an
integer or a raw pointer. We implemented a recursive
type analysis to detect such cases.

• ScalarPair: a type that is represented by two LLVM
scalar values, mostly dynamically-sized types (e.g.,
slices) which are lowered to fat pointers containing a
data pointer and a size value. As we cannot reason about
the dynamic size of such types, SafeFFI annotates them
as raw. We leave it to future work to find further opti-
mizations to elide checks for such types. However, in the
case of Trait objects (&dyn Trait), the second value is a
vtable pointer. Because it is lowered to a LLVM pointer,
we need to annotate it, too. Because the vtable pointer is
not user-manipulated but generated and managed by the
compiler, we always annotate it as safe.

• Vector: those are only used for LLVM’s SIMD vector
types, which are not relevant for our approach.

• Aggregate: a type that is represented by custom LLVM
structs. Those types are not pointers in MIR; however, if
a local variable of an Aggregate type is allocated on the
stack using a LLVM alloca instruction, then a LLVM
pointer is created to represent this variable. We annotate
these with a NOPTR tag and treat them as safe because
they cannot be user-manipulated.

1There is no official specification of Rust, thus we have to take the Rust
compiler’s behavior as reference: https://github.com/rust-lang/rust/
blob/1.52.0/compiler/rustc_target/src/abi/mod.rs#L847
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The ABI of the type and the calling convention also dic-
tate how a value is passed or returned as function argument
in a call. Fortunately, the Rust compiler already annotates
parameters of the function signature if they are safe to deref-
erence using LLVM’s dereferenceable(<size>) attribute
from which we inherit our annotations.

6.2 Pointer Type Analysis on LLVM IR
A further challenge is that the ABI of MIR types also controls
how values are loaded from memory. For example, access-
ing a MIR field (let a = safe1.a) can generate different
sequences of LLVM instructions like GEP, BITCAST, LOAD.
Since the Rust compiler does not track all LLVM instructions
generated for a MIR value, SafeFFI annotates only the final
LLVM value representing the loaded MIR operand, lacking
pointer type annotations for intermediate LLVM pointer val-
ues. Thus, in SafeFFI-Lib, we implement an intra-procedural
pointer type analysis that forwards the types (safe, raw, and
NOPTR) throughout each function. This analysis initializes a
map of pointer types using the annotations inserted by the
Rust compiler for alloca Instructions, Call/Invoke instructions,
function parameters, and global variables. Then, for every re-
maining LLVM instruction that produces a pointer value (BIT-
CAST, GEP, INTTOPTR, PHI), SafeFFI forwards the type
from the operands of the instruction to the resulting pointer
based on the semantics of the instruction. The GetElement-
Pointer (GEP) instruction, which computes a derived pointer
by offsetting a base pointer, is handled more carefully: if the
base pointer is raw, the result is always marked as raw. If the
base pointer is safe and the offset arguments of the GEP in-
struction are constant, we statically compute the resulting off-
set via LLVM’s GEP::accumulateConstantOffset() and
check whether it remains within the bounds of the original
allocation. If so, SafeFFI marks the result as safe and other-
wise conservatively downgrades it to raw.

As a result, every pointer value in LLVM IR is classified as
safe, raw, or NOPTR, enabling the sanitizer to reliably query
pointer types via the isSafePtr() API.

6.3 Pointer Cast Detection in MIR
The goal of this component is to detect casts from raw pointers
to safe pointers in MIR. Our definition of safe pointers
distinguishes 3 types of pointers: References, Boxes, and
static arrays. Raw pointers cannot be casted to static arrays
(only to references to static arrays), thus, we only have to
detect the following two cases:

1. Casting a raw pointer to a Box. This always has to hap-
pen through a call to Box::from_raw(p) which is an
explicit statement in MIR.

2. Casting a raw pointer to a reference. This too is always
an explicit statement in MIR, because Rust does not
allow implicit coercion in this case [8]. In MIR this

pattern looks like q = &*p, where & denotes the creation
of a reference and * denotes a dereference operation.
Because the dereferenced p can be any kind of Rust
pointer, we have to check if p actually has the raw pointer
type to confirm this is a cast.

With both cast types, p can be a projection, e.g., the ac-
cess of a field of a (nested) struct (&*a.b.c) or an array
(&*x[y][z]). SafeFFI determines whether the inner-most el-
ement is a raw pointer by iterating over the MIR projections
until we find the type of the accessed element.

We implement the pointer cast detection by hooking into
the MIR visitor for rvalues (right-hand-side values) of MIR
Assign statements. During lowering of an rvalue, the Rust
compiler generates a series of LLVM IR instructions, the last
of which producing an LLVM Value that corresponds to the
MIR rvalue. For each rvalue, rustc keeps a mapping from
the MIR rvalue to the corresponding LLVM value. This is
where SafeFFI inserts a sanitizer check for pointer casts by
extending the series of generated LLVM instructions with a
call to the safeffi_ensure() function.

We show this effect in Figure 2. The raw pointer raw1
is lowered by generating a call to c_create() in Fig-
ure 2b line 5 and its returned LLVM value %raw1 is
mapped for the rvalue. For lowering the pointer cast
safe1 = unsafe &mut *raw1 the Rust compiler usually
just maps the rvalue to the same value as the raw pointer
because there is no difference in the LLVM representation of
a raw pointer and a safe pointer. Thus, in lines 7 and 8, the
LLVM value %raw1 is used to access the fields of the safe1
reference. One can see how this is changed by SafeFFI in
the Figure 2c lines 5-7. Our rustc modifications insert the
safeffi_ensure() call and generate a new LLVM value
%raw1_safe. SafeFFI then replaces the rvalue mapping for
cast operation, now mapping to %raw1_safe. Thus, the sub-
sequent accesses of the fields behind the safe pointer safe1
now use the LLVM value %raw1_safe.

Generating a new LLVM value for the casted pointer has
the advantage that we can now differentiate between the raw
pointer and the safe pointer on LLVM IR level and separately
reason about their safety guarantees at every subsequent loca-
tion of use in LLVM IR. Moreover, our experiments showed
that implementing cast detection on MIR level is the most
reliable way to detect casts and insert sanitizer checks consis-
tently. Other attempts to detect casts by finding differences in
pointer type annotations at LLVM IR level have shown to be
unstable because type annotations are transported via LLVM
metadata nodes which can get lost or moved around during
optimization passes in LLVM.

6.4 Callgraph-Based Deallocation Checking

As mentioned in §5.3, detecting Free-During-Scope temporal
vulnerabilities requires checking that a dereferenced pointer
has not become dangling since its creation.
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Figure 4: The NoFree SCC Analysis is performed on all
dependencies to determine possibly heap-deallocating func-
tions.

To address this, we implemented a call graph-based heap
deallocation analysis in LLVM to determine whether a given
function may perform a deallocation. We adopt LLVM’s de-
fault call graph analysis, which resolves static function calls,
and traverse the call graph bottom-up: functions without call
instructions are visited first. The analysis is implemented as a
LLVM SCC (strongly connected components) pass as the call
graph might contain cycles. A function is annotated as nofree
if it does not contain any calls to: (i) known deallocation func-
tions (e.g., free() or __rustc_dealloc()), (ii) functions
without a nofree annotation, or (iii) unknown callees. If any
function within an SCC cannot proven to be nofree, then the
entire SCC treated as potentially deallocating.

Another challenge is that deallocations can happen outside
the current compilation unit, e.g., in a Rust dependency or
external C library, and thus are not visible to the current com-
pilation process. To address this, we serialize the nofree anno-
tations to a persistent file after the analysis has finished for the
current compilation unit. Subsequent compilation processes
read in the serialized annotations and restore them before
running the analysis. This compositional cross-crate analysis
is illustrated in Figure 4. To support C/C++ dependencies, we
provide build flags for clang to include our analysis. When
C dependencies are dynamically linked or precompiled, we
conservatively assume all external C functions may perform
deallocations.

7 Evaluation

We implemented SafeFFI on Rust nightly-2021-02-22, which
corresponds to Rust compiler version 1.52.0 and LLVM ver-
sion 12. We integrated SafeFFI into two popular and well-
maintained sanitizers for LLVM, ASan and HWASan. After
introducing our methodology (§7.1), we present in this section
our evaluation of SafeFFI answering the following research
questions:
RQ1 How does SafeFFI affect the detection capabilities of

the sanitizer (§7.2)?

RQ2 How many sanitizer checks can SafeFFI reduce in san-
itized programs (§7.3)?

RQ3 How much can SafeFFI reduce the run-time of sani-
tized programs (§7.3)?

RQ4 Is SafeFFI’s implementation robust in the presence of
FFI interactions in MLAs (§7.4)?

RQ5 How much compile-time overhead does SafeFFI in-
cur (§7.5)?

7.1 Methodology
We conducted experiments with SafeFFI on ASan on a
x86_64 system with an AMD EPYC 9645 with 384 cores and
1.5 TB RAM running an Ubuntu 20.04 docker container. For
comparison with related work, we evaluate the same crates
(Rust’s term for packages or libraries) as RustSan [5] and
ERASan [30] and choose a common version that all three
tools can compile with their respective toolchains. The crates
Rocket and RustPython are missing because they contain a
compilation error in the version compatible with Rust 1.52.0.
Although we compare SafeFFI to ERASan and RustSan as
closely as possible, note that there are differences in the base-
line toolchain (Rust and LLVMcompiler version) and build
process, which we account for in our measurement and dis-
cussion of the results.

Because it is essential to the soundness of RustSan and
ERASan that Rust’s standard library is analyzed, we rebuild it
for all benchmarks. RustSan and ERASan require the whole
program for identifying points-to sets containing raw pointers,
so missing points-to information from the standard library
would lead to misclassifying pointers as safe, thus, leading
to false negatives. Therefore, both tools require the standard
library to be rebuilt together with each application binary to
generate complete points-to sets. SafeFFI also instruments
the standard library to detect invalid casts from raw to safe
pointers, because we cannot assume the standard library to be
memory safe. In contrast to RustSan and ERASan, however,
SafeFFI only relies on local reasoning; therefore, the standard
library could be analyzed and instrumented separately only
once. Still, for evaluation consistency and ensuring a fair
comparison, we always rebuild the standard library, with each
benchmark and for all tools and configurations. Note that this
matches RustSan’s methodology [5], whereas the published
evaluation of ERASan omits the standard library from their
evaluation [30], leading to differences in their measurements
of ERASan versus our own. We make all datasets, scripts, and
tools used in our evaluation available for reproduction.

7.2 Correctness
We answer RQ1 by testing SafeFFI on known real-world
memory safety vulnerabilities. We further include RustSan [5]
and ERASan [30] as related work and unmodified (vanilla)
HWASan and ASan as baselines. We assembled the dataset
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CVE-2020-35893 ✓   †   †   
CVE-2020-35906 ✓       
CVE-2020-36434 ✗     G# #
CVE-2020-36464 ✗   †   †   
CVE-2020-36465 ✓       
CVE-2021-25900 ✓       
CVE-2021-26954 ✓   †   †  #
CVE-2021-28028 ✓   †   †  #
CVE-2021-28031 ✓       
CVE-2021-29933 ✓   †   †  #
CVE-2021-30455 ✓   †   †   
CVE-2021-30457 ✗   †   †  G#
CVE-2021-45694 ✗   †   †  #
CVE-2021-45713 ✗   †   G# #
CVE-2021-45720 ✗   †   †  #
RUSTSEC-2020-0061 ✗ # G# # # # #
RUSTSEC-2020-0091 ✗   † # # # #
RUSTSEC-2020-0097 ✗   †   † G# #
RUSTSEC-2020-0167 ✓       
RUSTSEC-2021-0003 ✓       
RUSTSEC-2021-0031 ✗   †     
RUSTSEC-2021-0033 ✓   †   †   
RUSTSEC-2021-0039 ✓   †   †   
RUSTSEC-2021-0047 ✓   †   †  G#
RUSTSEC-2021-0048 ✓       
RUSTSEC-2021-0049 ✓      #
RUSTSEC-2021-0053 ✓       
RUSTSEC-2022-0070 ✓      #
RUSTSEC-2022-0078 ✓       
RUSTSEC-2023-0005 ✓   †   †   

 Detected G# Different Error # Not Detected †SafeFFI-specific Check
INTERCEPTOR: ✓= detected by interceptor ✗: detected by elidable check

of known vulnerabilities by merging and deduplicating the
datasets used by ERASan and RustSan. Note that the authors
of RustSan have not provided their dataset, thus we manually
reconstructed it based on the RustSec advisories.

Table 1 shows the results of our evaluation on the dataset of
known vulnerabilities. G# indicates that the vulnerability was
detected by the sanitizer, but with a different error message
than the baseline. For example, CVE-2021-30457 is both a
use-after-free and later a double-free. The former is detected
by instrumentation and susceptible to check elision while
the latter is caught by the sanitizer’s interceptor of free().

Segmentation faults and other signals are classified as not de-
tected (#), as they imply that a memory error was not caught
by the sanitizer before leading to the crash. SafeFFI reports
some vulnerabilities earlier, at the root cause, instead of at the
access location, due to the hoisting of checks (cf. §5.2); these
cases are classified as detected ( ). RUSTSEC-2020-0061
is a NULL pointer dereference that is not detected by any of
the approaches. This anomaly is caused by SafeFFI chang-
ing the memory layout and incidentally allowing HWASan
to detect the vulnerability; this is not a conceptual advan-
tage. Some vulnerabilities in the dataset are non-deterministic
which makes it necessary to run each compiled test binary
multiple times to observe the vulnerability reliably, especially
for HWASan because its probabilistic detection mechanism
adds further non-determinism on top, even for deterministic
vulnerabilities. If at least one run triggered the vulnerability,
we classified it as detected.

The results show that SafeFFI catches all vulnerabilities
that ASan and HWASan detect, respectively. Due to hoist-
ing checks to the memory safety boundary at the location
of pointer casts, SafeFFI is able to report 21 vulnerabilities
earlier than the underlying sanitizer, increasing debuggability.
Additionally, we have not encountered any false positives dur-
ing the evaluation of the other research questions as shown in
the following sections, which further indicates that SafeFFI
does not introduce false positives.

Limitations. While SafeFFI successfully detects all known
vulnerabilities in our dataset, we acknowledge the following
limitations. SafeFFI inserts additional checks for Free-During-
Scope vulnerabilities for every safe pointer between a call
to a potential deallocation function (see §5.3) and a subse-
quent use of the safe pointer. In single-threaded environ-
ments, SafeFFI guarantees that the object is still allocated at
the point of use. In multi-threaded programs, however, there is
a potential risk of missing Free-During-Scope vulnerabilities
if a concurrent deallocation of the pointed-to object occurs
in another thread between SafeFFI’s additional check and a
subsequent pointer dereference. This is a conceptual limita-
tion of our solution to Free-During-Scope vulnerabilities and
invites future work on multi-threaded settings.

Furthermore, SafeFFI currently has limited support for in-
line assembly and Rust’s transmute operations. Programs with
both features can be compiled and run with SafeFFI, but may
cause false negatives (missed bugs). Inline assembly is com-
pletely hidden from Rust type system checks and sanitizer
instrumentation and can arbitrarily manipulate pointers and
memory. Rust’s transmute() and transmute_copy() func-
tions allow for unchecked reinterpretation of bits, effectively
casting between any two types of the same size, including raw
and safe pointers. We expect to lift this technical limitation
in the near future by detecting transmutes resulting in safe
pointers and inserting the necessary checks.
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Figure 5: Sanitizer checks remaining after elision by SafeFFI, ERASan, and RustSan, relative to original sanitizer checks for
individual crates. For SafeFFI, checks are subdivided into remaining raw pointer checks and added cast, stack and heap checks.
† denotes crates that could not be compiled with ERASan.

Comparison. RustSan also detects all known vulnerabil-
ities in our dataset that ASan detects. In contrast, ERASan
performs significantly worse than SafeFFI and RustSan. We
investigated further and discovered that ERASan’s implemen-
tation does not properly annotate all unsafe pointers and
therefore removes checks that would have been necessary
to detect the vulnerabilities. Yet, some vulnerabilities are de-
tected because ERASan keeps ASan’s interceptors in place,
e.g., for free() and memcpy(). We reached out to the au-
thors of ERASan to debug our findings but have not received
a response.2 Regarding multi-threaded programs, note that
ERASan’s default mode also only ensures temporal safety for
single-threaded programs [30].

7.3 Effectiveness

We now provide empirical evidence that SafeFFI is effective
in reducing the number of sanitizer checks (RQ2) and, con-
sequently, the run-time overhead of the sanitizer (RQ3). We
further compare SafeFFI against RustSan and ERASan.

Elided Checks. Figure 5 shows SafeFFI’s capability to
elide ASan checks for x86_64 targets in comparison to other
approaches, measured by us. The y-axis shows the remaining
checks, i.e., lower is better. Note that the remaining checks of
crates also include checks of all their dependencies. The three
crates marked with † could not be compiled with ERASan
due to an assertion failure in their analysis.3 The amount of
checks is measured at LLVM IR level.

SafeFFI (orange bars) retains on average 3.77% of the
ASan checks because they vet raw pointers. Checks at cast
sites (cf. §5.1) contribute an additional 5.17%. Stack checks
(cf. §5.4) contribute another 4.58%, while the heap checks
for Free-During-Scope vulnerabilities (cf. §5.3) contribute
8.67%. Overall, 22.22% of checks remain on average.

2https://github.com/S2-Lab/ERASan/issues/4
3https://github.com/S2-Lab/ERASan/issues/5

With RustSan (purple bars) on average 30.70% of the ASan
checks remain in the program. SafeFFI consistently beats
RustSan across all benchmarks. ERASan (gray bars) elides
consistently more than 96% of all checks on the benchmarks,
more than both SafeFFI and RustSan. However, as discussed
in §7.2, ERASan introduces false negatives due to unsound
removal of necessary checks, likely due to an implementa-
tion bug. The high elision rates of ERASan are therefore not
comparable to the results of SafeFFI and RustSan.

For smaller crates, the number of remaining checks is dom-
inated by the checks residing in the standard library. Exclud-
ing the standard library, SafeFFI retains 18.69% on average,
with individual crates ranging from 5.89% (num-integer) to
42.75% (indexmap). Despite variations between individual
crates, we observe that the average elision rate over all crates
matches the elision rate including the standard library.

Run-time Performance. Not all checks are equally impor-
tant for the run time, checks on hot paths through the program
disproportionately impact the run time [47]. Therefore, we
also evaluate the run time on several benchmarks. Figure 6
shows the run-time overhead of ASan, SafeFFI and related
work on the benchmarks. Note due to the different build pro-
cess and toolchains, we include ASan three times, once for
each toolchain. Throughout the following section, ASan refers
to the specific version on top of which SafeFFI is built. Ad-
ditionally, we include an ASan Base configuration for each
ASan version, which only includes the overhead of ASan’s
metadata maintenance and interceptors, but no instrumenta-
tion around loads and stores; i.e., it represents the run time
with a perfect 100% elision rate and therefore marks the theo-
retical upper bound for check elision approaches.

ASan’s base run-time overhead is 2.10× on average (me-
dian: 2.22×) compared to an uninstrumented binary. ASan’s
instrumentation increases the average run-time overhead to
2.71× (median: 2.78×). SafeFFI reduces the overhead to
2.44× on average (median: 2.45×). For crates like regex and
num-integer, SafeFFI cannot improve the runtime. One rea-
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Figure 6: Run-time overhead of SafeFFI, RustSan, and ERASan relative to the baseline run-time without sanitizer. Each approach
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disabled) as lower bound for check-elision approaches. SafeFFI without Heap Checks shows the additive run-time overhead
incurred by our additional Free-During-Scope checks (cf. §5.3). † denotes crates that could not be compiled with ERASan.
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overhead of (HW)ASan Base (all elidable checks disabled) as lower bound for check-elision approaches. SafeFFI without Heap
Checks shows the additive run-time overhead incurred by our additional Free-During-Scope checks (cf. §5.3).

son for this discrepancy, besides hot paths, is that cast checks
inserted by SafeFFI validate ASan’s shadow memory for the
entire size of the pointed-to object, while the elided checks
only validate shadow memory for the actual access size which
might be much smaller. This makes cast checks potentially
more expensive than the elided checks and is an interesting re-
search avenue for further optimizations. In contrast, our heap
checks for Free-During-Scope violations are less expensive,
since SafeFFI only needs to check the first byte of the allo-
cated object to verify that the entire object is still allocated.
Therefore, our heap checks have less impact on the run time,
as illustrated by the small difference between SafeFFI and
SafeFFI w/o Heap Checks in Figure 6, even though they make
up 39.00% of all remaining checks.

The overhead of ASan on RustSan’s toolchain is 3.22×
on average (median: 2.94×) compared to an uninstrumented
binary, which is considerably higher than the ASan overhead

measured with our toolchain and what the original ASan au-
thors report [41]. We measured even higher numbers for ASan
on ERASan’s toolchain, with an average run-time overhead
of 3.48× (median: 3.42×). The ASan base overheads for
RustSan and ERASan are 2.52× and 2.65× on average (medi-
ans: 2.52× and 2.62×), respectively. RustSan reduces the run
time down to 2.63× on average (median: 2.58×). ERASan
reduces the overhead to 2.80× on average (median: 2.81×).

To compare the approaches, we consider the difference
between vanilla ASan and its base overhead (ASan Base)
which marks the lower bound for check elision approaches.
We call this difference the instrumentation overhead and com-
pare how much each approach can reduce the instrumentation
overhead. ERASan gets closest to the lower bound of the
instrumentation overhead (avg. 17.20%) but we stress again
that ERASan’s high elision rates and therefore run-time per-
formance come at the cost of false negatives, thus the results
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are not directly comparable. RustSan reduces the instrumenta-
tion overhead to 19.86%, performing better than SafeFFI with
53.04%. We see two explanations for this behavior. First, the
cast checks inserted by SafeFFI can be more expensive than
the elided checks as explained above. Second, RustSan not
only elides checks but in its implementation we discovered
that it also suppresses instrumentation for the whole function
if none of the pointers within the function aliases with a raw
pointer. This optimization leads, e.g., to omitting redzone
poisoning which accounts for a significant portion of ASan’s
overhead. Hence, theoretically, RustSan could be even faster
than the ASan base overhead. This optimization is only possi-
ble because of the whole-program analysis of RustSan, which
comes at the cost of impractical compile-time overheads.

ARM and HWASan. We also evaluate run-time overhead
on the AARCH64 architecture. We ran benchmarks on a
Mac Studio M2 Ultra with 24 ARMv8 cores and 192 GB
RAM running an Ubuntu 20.04 docker container on ASAHI
Linux 6.12.0. Figure 7 shows the results. The color-coding for
SafeFFI on top of ASan is the same as in Figure 6. In Figure 7
we also include SafeFFI on top of HWASan and HWASan
in blue color shades. We observe that on ARM SafeFFI re-
duces the overhead of ASan from 3.40× to 3.16× on average
(medians: 3.35× to 3.24×). Comparing the vanilla sanitiz-
ers and their base overheads, we see that ASan benefits less
from check elision than HWASan because ASan’s base over-
head is not dominated by load and store checks but mostly by
metadata maintanence, especially redzone (un-)poisoning. In
HWASan, load and store checks have greater impact on the
run time. Thus, applying SafeFFI on top of HWASan signifi-
cantly reduces its overhead from 3.18× to 2.29× on average
(medians: 3.06× to 2.20×). Because RustSan’s run-time over-

head reduction is heavily influenced by their optimization of
redzones, we conjecture that applying their approach on top
of HWASan would not be as performant as SafeFFI.

7.4 Robustness in MLA Scenarios

Our experiments on correctness (§7.2) and effectiveness
(§7.3) contain real-world MLAs in the benchmark sets, e.g.,
bat depending on libgit2, rusqlite (CVE-2021-45713) on lib-
sqlite3, or xcb (RUSTSEC-2020-0097) on libxcb. Since we
did not encounter FFI-related compilation issues nor false
positives/negatives during execution, this is evidence that
SafeFFI works as designed in MLA scenarios. To be confi-
dent in the robustness of SafeFFI, we created a systematic set
of minimal test cases that covers all common FFI interactions
between C and Rust that we could conceive of. It covers the
following dimensions:

1. Allocation: Global, C stack/heap, Rust stack/heap;
2. Deallocation: Global, C stack/heap, Rust stack/heap;
3. Pointer invalidation: pointer arithmetic, deallocation, in-

valid pointer crafting, or no invalidation (benign test);
4. Control flow permutation: interleaving of pointer casts,

invalidations, and dereferences;
We evaluated SafeFFI on all meaningful combinations of
these dimensions leading to 45 distinct test cases (35 with
vulnerabilities, 10 without). All tests are included in the ar-
tifact. SafeFFI is robust against all of those cases, meaning
that it does not raise any false positives or false negatives.

7.5 Compile-Time Performance

Figure 8 shows the compile-time overhead of ASan, SafeFFI,
ERASan and RustSan, answering RQ5. Note that overheads
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are computed respective to the toolchain of each tool. All
overheads are compared to baseline runs in a default build
process with multiple compilation units. Since RustSan and
ERASan both require a single compilation unit, we also mea-
sured the overhead incurred by their modified build process
which consistently lies between 2.28× and 2.39× for smaller
crates. For larger crates the overhead of single compilation
units is up to 5.30×. SafeFFI is designed to work with the de-
fault multi-compilation-unit build process and does not incur
this overhead.

For the SafeFFI toolchain, ASan induces a compile-time
overhead of 1.38× on average (median: 1.34×) which
SafeFFI increases to a reasonable 2.01× on average. The
maximum compilation overhead is 3.25× on ripgrep. We
see that the our call graph analysis (cf. §6.4) for inserting
Free-During-Scope heap checks only adds a moderate over-
head compared to SafeFFI without Free-During-Scope checks
which lies at 1.49× on average, in a similar range as vanilla
ASan. RustSan adds a compile-time overhead of avg. 5.91×
(median: 4.87×), with outliers reaching an overhead of up
to 53.21×, because it performs a whole-program points-to
analysis to identify safe pointers that alias raw pointers, based
on SVF [44]. ERASan’s approach shares the high-level idea
and the dependency on SVF with RustSan and therefore also
incurs high compile-time overhead. However, with 73.05×
on average (median: 51.69×) and outliers up to 701.83×,
ERASan shows worse compile-time overheads which might
be an effect of the implementation of their analysis. Regarding
memory consumption during compilation, SafeFFI requires
on average 1.04× (max. 1.07×) while RustSan and ERASan
require an average of 5.92× (max. 54.91×) and 12.70× (max.
153.37×), respectively.

To conclude, SafeFFI outperforms the state of the art by
a large margin and thus enables adoption of the proposed
techniques even for larger software projects.

8 Related Work

Run-time Check Reduction for Rust. Rust for
Morello [12] executes Rust programs on the CHERI
architecture [48] for hardware-enforced memory safety (not
commercially available). They elide software bounds checks
emitted by the Rust compiler, but find little benefit due to
compiler optimizations.

RustSan [5] and ERASan [30] are two recent approaches
that, akin to SafeFFI, aim to reduce the overhead of ASan in
Rust-only programs by eliding checks for pointers already
proven to be safe by the Rust compiler. The approach of both
tools is similar: 1⃝ annotate raw pointer types during lowering
to LLVM IR, 2⃝ perform a whole-program points-to analysis
using SVF [44] to identify pointers that alias with raw point-
ers and 3⃝ only retain ASan checks for pointers that may alias
raw pointers. Both tools perform optimistic static analysis
and decide elision based on whether a points-to set contains

a raw pointer, i.e., missing raw pointer type annotations or
imprecisions in the alias analysis may lead to vulnerabilities
going undetected (false negatives). Consequently, both tools
require the entire LLVM IR of a program in a single com-
pilation unit to uphold the security guarantees of ASan. In
practice, this means that the LLVM IR of all dependencies,
need to be merged together with the application code into
a large monolithic compilation unit, analyzed, instrumented,
optimized, assembled and linked for every compilation run. In
particular, this requires the build process to always rebuild and
include Rust’s standard library into the analysis to soundly
compute points-to sets which leads to significant compilation
overhead, as shown in §7.5.

In contrast, SafeFFI is able to elide checks with efficient
local reasoning and a compositional analysis for Free-During-
Scope checks. Consequently, SafeFFI seamlessly integrates
into the standard multi-compilation-unit build process and
only introduces moderate compile-time overhead, enabling
adoption even for large projects. We designed SafeFFI to be
conservative, i.e., in case the type of a pointer is unknown to
our analysis, SafeFFI treats it as raw and retains the sanitizer
checks, enabling SafeFFI to be used for MLAs. Our concept
of hoisting checks to locations of casts and other safe pointer
creations also leads to superior debuggability because SafeFFI
fails earlier and points developers directly to a violation of
the Rust’s requirements for safe pointers at the boundary to
unsafe or foreign code.

General Sanitizer Optimizations. Prior work on C/C++
includes ASAP [47] which removes checks on hot paths, trad-
ing security for performance. Moll et al. [33], hoist bounds
checks in loops. ASan-- [50] uses lightweight static analysis
and SanRazor [49] a combination of static and dynamic anal-
ysis to reduce redundant checks. These are complementary
to SafeFFI and could be applied to raw pointers in Rust or
C/C++ parts of MLAs.

Run-time Isolation for Rust. Several proposed approaches
isolate safe Rust from unsafe code, e.g., Sandcrust [21], Fi-
delius Charm [1], XRust [26], relying on developer annota-
tions or hardware/OS support for process isolation. TRust [3],
PRKUSafe [18] and Gülmez et al. [11] instead use Intel’s
Memory Protection Keys (MPK) to separate safe and unsafe
objects in different memory regions. Galeed [39] and Om-
niglot [40] explicitly address cross-language attacks [28] by
isolating Rust from C code, relying on hardware features for
in-process isolation. As opposed to those isolation approaches
that only inhibit the spread of memory vulnerabilities from
unsafe code to safe Rust code, SafeFFI prevents memory
vulnerabilities in the first place and therefore enables better
debugging, without requiring source or OS changes.
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Static and Dynamic Analyzers for Memory Safety in Rust.
Tools like MIRChecker [24], Rudra [2], Yuga [36], and Safe-
Drop [6] use static analysis to detect memory bugs in Rust,
while FFIChecker [23] and CRust [15] focus on FFI safety.
These approaches suffer from false positives and excessive
compile-time overhead, whereas SafeFFI is a dynamic analy-
sis based on sanitizers resulting in high precision at the cost of
run-time overheads which SafeFFI significantly reduces for
Rust code. Miri [17] is also a dynamic analysis tool which per-
forms an interpreter-based execution of Rust programs check-
ing for undefined behavior. It implements precise tracking
of pointer provenance which provides more precise memory
safety than HWASan. However, it is not feasible to use Miri
for MLAs since it only interprets Rust’s MIR. MiriLLI [27]
approaches this limitation by bridging Miri’s interpreter with
lli, an interpreter for LLVM IR. Since interpreters are orders
of magnitude slower than native execution, Miri and MiriLLI
incur a run-time overhead within three orders of magnitude
higher than (HW)ASan and SafeFFI.

9 Conclusion

We presented SafeFFI, a novel approach to hoist sanitizer
checks in Rust programs and MLAs to reduce the run-time
overhead of sanitizers and detect memory safety violations at
the boundary between safe and unsafe code. Compared to ex-
isting approaches, SafeFFI only uses function-local reasoning
to hoist checks instead of depending on whole-program static
points-to analysis, which can be expensive and error-prone.

Our approach for hoisting checks to locations of casts from
raw pointers to safe pointers shows improved performance.
We showed practicality and effectiveness in reducing the to-
tal number of sanitizer checks for popular Rust libraries by
72.02 %− 79.63%, resulting in a reduction of the average
run-time overhead for ASan from 2.71× to 2.44× and for
HWASan from 3.18× to 2.29×. On our data set with exist-
ing real-world vulnerabilities, we were able to demonstrate
that SafeFFI detects the same violations as the underlying
sanitizer and even improves debuggability by failing closer
to the root cause of memory safety violations in the interac-
tion between safe Rust and unsafe Rust or foreign code. We
showed that SafeFFI can be implemented in a modular way,
such that it may in the future be adapted to further memory
sanitizers, including those with stronger guarantees, such as
SoftboundCETS [34, 35].
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Ethical Considerations

SafeFFI, as all base memory sanitizers, is generally designed
as a defensive tool for software hardening and bug finding, but
may be considered dual use. We have identified the following
stakeholders for whom code instrumentation can lead to ben-
efits or harm: (a) software developers benefit from detecting
vulnerabilities early during development, being able to fix
them to reduce risk (and costs); (b) attackers can instrument
open-source software with sanitizers to detect vulnerabilities,
which might guide them towards successfully exploiting vul-
nerable code; (c) users benefit from improved security when
vulnerabilities are discovered and fixed during development.
If software is deployed in production with sanitizers in en-
abled, exploitation is made considerably more challenging;
yet, a potential risk is that benign executions could be termi-
nated by the sanitizer, although the observed memory error
would not have had negative effects. Overall we believe that
the risks are clearly outweighed by the benefits.

All vulnerabilities used for evaluation in this work (see
Table 1) were already publicly known, and we did not try to
discover new vulnerabilities.

Open Science

We comply with the open science policy by releasing the
SafeFFI prototype as open source and for artifact evaluation.
This includes our modifications to rustc and LLVM, test sets,
benchmarks and the corresponding scripts to build and exe-
cute them with SafeFFI, as well as our raw evaluation data.
The artifact can be downloaded on Zenodo:
https://doi.org/10.5281/zenodo.17976648

The project repositories are hosted on Github and will be
made public here: https://github.com/SafeFFI/
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